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Chapter 1

Context of the study

Because of climate change and sustainable development, it is necessary to adopt new
processes for the manufacture of metallic parts, lowering material losses and reduc-
ing the cost of the final product. Unlike traditional techniques based on substractive
processes, powder metallurgy offers new perspectives. Powder metallurgy consists of
three basic steps: powder blending, die compaction, and sintering, and encompasses
a large number of techniques such as Spark Plasma Sintering (SPS) or Hot Isostatic
Pressing (HIP). Additive manufacturing (AM) is a relatively novel family of techniques
which use metal powders (among other materials, such as plastics) to make parts by
laser sintering or melting. Since the advent of industrial production–scale metal pow-
der–based additive manufacturing (AM) in the 2010s, metal AM processes are a new
category of commercially important powder metallurgy applications. A key step in
Powder Metallurgy is powder preparation. Ball milling is commonly used to grind or
blend metallic powders. High-energy ball milling changes the reactivity of as-milled
solids (mechanical activation), induces phase transformations and defects in starting
powders, or provokes chemical reactions (mechanochemistry).

In material sciences, the understanding of the relationship process-microstructure-
performance is of primary importance. In this respect, microstructure modeling is use-
ful for predicting the impact of processing conditions on performance of the resulting
material. As the microstructure is associated with many processes running on differ-
ent scales, a multi-scales approach is necessary. As an example, multiscale modeling
of additive manufacturing of metal-based materials includes: macroscale modeling to
extract temperature profiles, mesoscale modeling for evaluating melt flow, microscale
modeling for investigating microstructure development, and nanoscale modeling to
describe solid/liquid interfaces. As shown in Fig. 1.1, different simulation techniques
were developed to address a specific problem at relevant time and length scales.

In the present manuscript, we focused on the atomic level by means of classical molec-
ular dynamics simulations. That approach can be considered as an in-situ tool that
allows us to follow the elemental mechanisms governing kinetics aspects, at the mi-

8
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Figure 1.1: Schematic representation of the different numerical methods with respect to their
length and time scales. From [1].

croscopic level. It consists in solving numerically the equations of motion of a set of
atoms for which the interaction law is specified. The main limitations are the reliability
of the interaction potential, the number of atoms (a few millions) and the time scale
(nanosecond). This method will be presented in details in Chapter 2 together with
numerous case studies in Materials Science. In this chapter, we give an overview of
the processes on which we focused. Additive manufacturing is first introduced in 1.1
together with the state of the art of modeling. The mechanical treatment of powders is
presented in 1.2.

1.1 Additive manufacturing

Additive manufacturing (AM) is a promising technology that enables complex-shaped
parts with tailored properties to be produced using layer-by-layer deposition. This
technology uses a local high-power heat source to melt material in the form of powder
or wire. The melted material solidifies as the heat source moves away from the molten
region [2–5]. The main advantage of metal AM compared to conventional manufac-
turing is that it is possible to design complex shapes in one step, while reducing waste,
and eliminating assembly time and cost. The impact on the environment is limited by
reducing energy consumption and carbon footprint.

The first AM technology was developed in the 80s to manufacture three dimensional
objects layer-by-layer with photopolymers using UV light beam. Since many tech-
nologies have been developed and several materials can be used such as polymers,
metals, ceramics, biochemicals, or glass.
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Figure 1.2: Schematic representation of the main additive manufacturing techniques (a) power
bed fusion (PBF) and (b) direct energy deposition (DED) categories. From [6].

Frazier et al. [7] published in 2014 a review article that classified the metal AM tech-
nologies regarding the material feed stock, the energy source, and the build volume.
Among all the available approaches, the two main categories are power bed fusion
(PBF) and direct energy deposition (DED) (see Fig. 1.2). In PBF, a thermal energy
source such as a laser or an electron beam is used to melt or fuse materials previously
deposited on a bed in powder form. Once a powder layer has been processed by the
laser, it is lowered and a new layer of fresh powder feed again the bed. This process
is repeated until the complete metallic part is designed. In DED, the powder or wire
is streamed through a nozzle and a heat source is focused on this stream to melt the
metal. The melted material is then deposited layer by layer with the desired shape
on a substrate. Different sub-categories exist depending on their specificity such as
the type of heat source (laser, arc or electron beam) and material feed-stock (wire or
powder).

Figure 1.3: Distribution of industrial fields related to metals AM technologies. From [8].
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Figure 1.4: On the left, schematic representation of the meltpool with thermal processes in-
duced by an energy source (here a laser). From [22]. On the right, microstructure associated to
gradient and velocity in AM technologies: Selective Laser Melting (SLM), Wire Arc Additive
Manufacturing (WAAM), Laser Metal Deposition (LMD). From [23]. SLM is a Power Bed
Fusion technology while WAAM and LMD are Direct Energy Deposition techniques. WAAM
uses electric arc as heat source and wire as feed-stock. LMD technology uses a laser as heat
source and the feed-stock is either powder either wire.

The number of metallic materials used in metallic AM is constantly increasing. The
most used are titanium alloys [9], aluminum alloys [10], nickel-based alloys [11],
HEA [12], steels [13], precious metal alloys [14], copper alloys [15], cobalt-based
alloys [16], bimetals [17] and gradient alloys [18]. As shown on Fig.1.3, innovative
metal AM has already found numerous applications in the automotive, aerospace, elec-
tronics, and biomedical industries [8, 19–21].

A typical AM process involves the local melting of the metal and the solidification of
the melt pool (Fig. 1.4). Because the heat source is usually not uniform (a Gaussian
in the case of a laser), a temperature gradient develops at the melt pool surface with a
significant variation of surface tension. This effect leads to thermocapillary convection
in the melt pool. Once the energy source is stopped or focus on another location, heat
transfer by conduction on the solid side begins and induces progressive solidification
of the meltpool. In addition, there exist radiative heat losses at the surface of the melt
pool. Solidification in AM technologies is directional due to high temperature gradi-
ents and rapid due to high cooling rates. Moreover, the layers treated successively give
rise to repeated melting of the materials resulting in a very complex thermal history.
Thus, solidification carries out in non-stationary and non-equilibrium conditions. Yet,
the way solidification develops is crucial because it determines the microstructure and
performance of the final product.
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In general, two specific microstructures are observed during AM processes, namely a
structure composed of columnar grains and/or equiaxed grains. Columnar grains (den-
dritic or cellular) are often associated with rapid solidification and steep thermal gradi-
ent (Fig.1.4). Equiaxed grains result from nucleation processes (inoculant particles or
impurities) or from dendrite fragments. Indeed, dendrite fragments can detach during
solidification under the effect of the constraints. Later, these fragments are transported
by convections within the meltpool. For both mechanisms, equiaxed grains are formed
blocking columnar growth. Structures with columnar grains present anisotropic me-
chanical properties. Structures with fine equiaxed grains exhibit more homogeneous
properties [24]. For this reason, structures with equiaxed grains are particularly inter-
esting and several studies aim at the production of these structures.

Figure 1.5: Example of columnar (bottom part of the sample) and equiaxed structure (upper
part of the sample) with the transition between both structures delimited by white dashed line.
This represent the longitudinal section of solidified Ni-Al alloy obtained in a furnace. From
[25].

Therefore, the columnar-to-equiaxed transition (CET) is central to the control of the
solidified microstructure (see Fig. 1.5). In alloy solidification, the main parameters
governing CET are the temperature gradient, the velocity of the solidification front, the
cooling rate, and constitutional undercooling. The critical gradient condition for fully
steady-state equiaxed growth with a given density of inoculants has been estimated
by Hunt and is commonly used as a rough estimate of CET [26]. Kurz et al. [27]
and Gaumann et al. [28] improved Hunt’s model with a dendritic growth model more
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appropriate for the rapid solidification observed in AM processes. In order to deal
with the specific characteristics of AM, extensive experimental work (see, for exam-
ple [29]) and theoretical studies have been carried out to predict favorable CET condi-
tions.

Modeling of Additive Manufacturing

Modeling AM processes requires a multiscale approach: the macroscopic scale to
record thermal history, the mesoscopic scale to predict melt pool dynamics, and the
microscale to describe microstructure formation. Process modeling based on finite
element methods or computational fluid dynamics often integrates experimental mea-
surements to predict process defects such as cracks and pores as well as to estimate
surface roughness of the final parts [30]. At the microscale, stochastic models such as
cellular automata and kinetic Monte Carlo can provide micrographs of grain structures
close to those observed experimentally. Such models nevertheless leave aside many
physical phenomena, relying on effective parameters that are not transferable, but have
to be fitted for each new material of interest [31]. In contrast, phase field modeling pro-
vides a much more comprehensive description of solidification at the microscale that
involves the formation of dendrites, microsegregation, and precipitation [32]. Phase-
field can also be combined with cellular automaton to study competitive growth of
columnar dendritic grains under temperature gradient [33]. The multiscale phase field
method can also be used to describe heterogeneous nucleation, grain selection, and epi-
taxial growth to assess the role of AM parameters in CET [24]. However, at nanoscale,
few models report CET, except for a recent work by Kurian et al. [34], which studied
the micro-selective laser melting process using molecular dynamics (MD) simulations
in order to investigate melting and solidification of a randomly-distributed aluminum
nano-powder bed.

Modeling of solidification at the microscopic level

Many solidification processes have nevertheless been investigated at the nanoscale by
means of MD simulations. The pioneering work of Lu and Spzunar [35] described the
structural changes induced by rapid solidification. Fast quenching leads to a nonequi-
librium glassy state, while a slow cooling rate results in a crystalline state [36–38]. The
characteristics of a solidification front have been measured by MD in two-phase metal-
lic systems under isothermal conditions for different orientations of the solid-liquid
interface in order to obtain the kinetic coefficients [39, 40]. The case of directional
solidification has been studied using non-equilibrium MD simulations for Lennard-
Jones systems [41], Al-Cu alloys [42], and CrNi-alloyed steels [43]. Large-scale MD
simulations with several million atoms have been used to study the very first steps of
solidification in various metallic systems. Homogeneous nucleation has been stud-
ied at constant undercooling temperature or by applying a constant cooling rate on a
melted metal [44, 45]. Athermal heterogeneous nucleation through grain refiners in
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undercooled metal has also been investigated by MD simulations [46].

The columnar-to-equiaxed transition was not systematically investigated by MD in the
case of pure metal, in the typical non-stationary thermal conditions specific to AM.
In pure metals, the microstructure results exclusively from thermal effects occurring
during solidification processes. The simulations will allow us to understand the dif-
ferent thermal mechanisms leading to different solidified microstructures. The results
obtained on the topic in the framework of my PhD and their direct comparison to clas-
sical theories of solidification/nucleation will be presented in Chapter 3.

1.2 Mechanical treatment of powders

Mechanical treatment of powders in planetary ball mills is a very common process
used for several purposes including the synthesis of inorganic compounds and metallic
nanocomposites, the formation of supersaturated solid solutions or metastable crys-
talline phases, and the elaboration of nanostructured materials or amorphous alloys
[47]. Mechanosynthesis, also termed mechanochemistry or mechanical alloying, sup-
poses that the reaction is completed during the mechanical treatment [48]. In contrast,
preliminary mechanical activation is used to fabricate reactive materials [49], and the
reaction follows the activation process. As an example, the combination of mechanical
activation and reactive sintering leads to the formation of nanostructured intermetallics
[50], and nanostructured High Entropy Alloys [51]. Nanocomposites prepared by me-
chanical milling are also used in additive manufacturing [52, 53], where attention is
paid to particle size and shape.

Popov et al. described the fundamental requirements of powders used in AM. The
shape of the powders needs to be as spherical as possible with a smooth surface. Pow-
der size must be controlled to range from few micrometers to 240 micrometers depend-
ing on the AM technology. The powder size distribution is also important because finer
powders in the distribution enable to fill the void between the larger powders resulting
in a higher packing density [54]. In addition, the powder flowability is often described
as the crucial parameter to produce high quality powder layer [55]. Because of its abil-
ity to produce regular spherical powders, atomization is currently the most widely used
technique [56]. However, this technology finds limitation to produce composite reac-
tive particles due to the difference of mechanical properties of the different reagents.
One way to solve this limitation is the high energy ball milling (HEBM) such as plan-
etary ball mills.

Planetary ball milling

In the planetary ball mills, the jars containing the powder and the grinding balls are
arranged on a sun wheel. The sun wheel rotates in one direction while the jars rotate in
the reverse direction (Fig.1.6). In practice, powders processed in planetary ball mills
are submitted to a series of transformations induced by contact with grinding balls. The
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Figure 1.6: Schematic representation of a planetary ball mill. From [57].

different elemental load modes observed in milling experiments include compression,
shear, shock, cutting, and impact. Beinert et al. [58] classified the contacts between
beads or bead and wall into four contact types: impact, torsion, shearing, and rolling,
as a function of the relative velocity of colliding bodies (Fig. 1.7, right). In addition,
in situ observations have demonstrated that milling balls undergo complex motions in
the jar [59]. Three milling regimes were identified as a function of milling parameters
in the case of a large number of grinding balls [57]. In cascading regime, the balls
are taken along the container and unroll upon each other from the bulk top to its base.
Friction between grinding balls is dominant. In cataracting regime, the balls detach
from the wall and impact the other balls or the opposite wall with high intensity. In
centrifugal regime, the balls are stuck to the inner wall of the vial and move together
with the vial (Fig. 1.7, left). The specific milling regime was found to influence the
microstructure and reactivity of the final powder mixture [60]. The action of balls on
the blended elemental powders is essential to control the effects of milling. The two
main activation factors are the collision of grinding balls with one another and with the
milling wall, and friction between the grinding balls.

The fundamental question is to determine how the mechanical energy delivered by
the mechanical process is stored in the powder, leading to enhanced reactivity in acti-
vated powders. The most common explanation is to assert that mechanical energy is
stored in defects created during severe plastic deformation associated with mechanical
treatment. According to Hoffman et al. [61], the defects due to mechanical treatment
include: zero-dimensional point defects, such as vacancies; one-dimensional line de-
fects, such as dislocations; two-dimensional area defects, such as stacking faults, grain
boundaries, and contact areas with other phases. Three-dimensional volume defects
include amorphous regions, pores, other phases, and metastable regions, correspond-
ing to the development of structural transformations. The energy associated with dif-
ferent types of point defects, dislocations, and grain boundaries has been evaluated
by Khina [62, 63]. Low-dimensional defects appear to have a negligible effect on
subsequent reactivity, in comparison with metastable phases, for which the formation
mechanism is not yet understood.
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Figure 1.7: On the left: in-situ observations of the specific regimes recorded via high speed
video camera: (a) the cascading regime, (b) the cataracting regime and (c) the centrifugal
regime. From [60]. On the right: specific motions of the grinding balls observed in the con-
tainer. Four distinct loading modes are represented namely the impact, the torsion, the shearing
and the rolling. From [58].

Characterizing the reactive properties of activated powders is important to design re-
active material with tailored reactivity, and to choose the most adequate parameters for
the elaboration process (e.g., milling speed).

Reactivity of activated powders

In order to understand the effect of mechanical activation on reactivity, the Ni-Al or
Ti-Al systems have been widely studied experimentally. It has been shown that high-
energy ball milling affects the reaction kinetics of these reactive composites [64, 65].
In the case of Ni-Al, it was demonstrated that the effective activation energy of the
reaction is significantly reduced after mechanical treatment [66]. In the case of Ti-Al,
Nepapushev et al. presented the difference of temperature of ignition regarding the
milling time and the size of the grinding balls as shown in Fig. 1.8 . They reported that
temperature of ignition can be lowered to 640 �C compared to 850 �C without mechan-
ical activation [52]. This reduction may be attributed to structural refining that leads to
an increase in the number of contact surfaces (Fig. 1.9). In addition, microstructural
analysis has shown that nanosized clusters are formed, which can serve as highly reac-
tive precursors of new phases, and thus reduce the potential barrier to the initiation of
exothermic reaction.
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Figure 1.8: Thermograms of the Ti/Al mixtures after mechanical treatment. The size of the
milling balls are 6 mm (red and green curve) and 2 mm (black and blue curve). The milling
times are 60 min and 120 min represented by square and circle, respectively. The black dashed
line represents the melting temperature of Al close to the beginning of the reaction. From [52].

Figure 1.9: SEM images showing nanostructured Ni-Al system obtained after (a) 10 min and
(b) 40 min of milling. The corresponding structure exhibits a very large number of surface
contacts between Ni and Al (especially after 40 min), which lowers the ignition temperature.
From [66].
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A problem of topical interest is to understand how impact and friction (the two preva-
lent actions during milling) act on the powder and modify microstructure evolution.
Several studies have already been conducted at the atomic level. The plastic deforma-
tion induced by milling was modeled by cyclic deformation [67, 68]. These studies
have demonstrated that cyclic deformation forces chemical mixing due to dislocation
gliding. The progressive amorphization and mixing of a binary system through ex-
tensive plastic straining has been studied in [69], by means of a strain-and-stack pro-
cess similar to cold-rolling. Since the pioneering work of Holian and coworkers [70],
the friction between sliding metallic blocks has been extensively studied (see for in-
stance [71]). The frictional sliding of solid surfaces involves large plastic strains and
strain gradients, high strain rates and strain rate gradients, and mechanical mixing
from both contacting solids. Mechanical mixing was attributed to different mecha-
nisms: interface instability that leads to local vorticity, dislocation and twin activity,
and amorphization. Atomic mixing in metals under shear deformation has been stud-
ied at various interfaces in [72]. The mixing was found to be diffusive or "superdiffu-
sive", depending on the coherence between interfaces. Heat dissipation due to sliding
was investigated by means of non-equilibrium Molecular Dynamics simulations [73,
74]. Atomic-scale mechanical mixing and generation of mixing layer were observed
in the regions near the contact interface. The enhanced reactivity of mechanical acti-
vated systems has also been considered in the literature. The mechanisms of loading
and chemical processes resulting from shock compaction have been investigated in the
case of Ni/Al composites by means of Molecular Dynamics simulations [75, 76]. The
role of porosities in such systems during deformation has been considered in [77]. The
reactivity of Ni-Al composites prepared by mechanical activation has been studied in
order to detect the role played by the nanoscale mixing of the reagents [78]. But, in
these studies, a nano-laminated structure or premixing of reagents was assumed. So a
complete description of the effects induced by the mechanical treatment of elemental
powders from activation to reaction is still lacking.

Figure 1.10: Schematic representation of the impact of grinding balls acting on the powders.
From [79].

In order to obtain a better understanding of the mechanisms that take place during me-
chanical activation at the atomic level, Molecular Dynamics simulations mimicking the



1.2. Mechanical treatment of powders 19

effects of grinding balls on powder particles can be developed. We modeled the impact
of grinding balls and their action on blended powders following Maurice and Court-
ney’s idea [79] (see Fig. 1.10). Flat surface tools act on a large number of individual
powder particles and cause uniaxial compression of the powder. Despite unavoidable
limitations in system size and simulation time, large-scale Molecular Dynamics sim-
ulations are a useful tool to provide in situ observations during mechanical activation.
We considered a set of metallic binary systems: Ni-Al, Ti-Al, Fe-Cr, and Fe-Ni [80]. It
is expected that a layered structure would be observed in ductile/ductile binaries. In the
case of couples with dissimilar ductility, the resulting composite represents a metallic
matrix with inclusions of the less ductile phase. The aim is to understand the specific
behavior of each couple as a function of the mechanical and structural properties of its
elemental constituents. Understanding the specific behavior of metallic couples dur-
ing mechanical activation is important when this process is used to fabricate complex
alloys. The efficiency of mechanically induced deformation will be investigated by
measuring amorphization rate, chemical mixing efficiency, and the creation of defects.
In order to evaluate their reactivity, activated Ni-Al and Ti-Al systems were studied
at different temperatures, below and above the melting point of the less refractory el-
ement (Al). Both diffusion and reaction mechanisms will be evaluated in Ni-Al and
Ti-Al systems. The results will be presented in Chapter 4.

Reactivity of multilayer nanofoils

Figure 1.11: On left, STEM image of the microstructure of Ni-Al mixtures obtained after
planetary ball milling process. From [64]. On right, TEM image of Ni-Al reactive multilayer
nano-foils produced by magnetron sputtering. From [81].

Reactive laminated particles (RLPs) produced by planetary ball mill present very close
similarities with Reactive multilayer nanofoils (RMNFs) (see for instance Fig. 1.11
for Ni-Al mixtures). They are often used as model systems to study the processes oc-
curring at the atomic scale in metallic nano-systems presenting a huge amount of inter-
faces. The RMNFs are composed of hundreds of stacked thin metallic layers, varying
in thickness from 4 to 100 nm. They can be prepared by several methods such as sput-
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tering, vapor deposition or electrodeposition [82, 83]. The pure metals are arranged
alternately with layer of one metal and layer of another metal (Fig.1.11). The reac-
tion occurs after an ignition process such as mechanical loading, thermal heating, laser
heating or electrostatic discharge [82]. The exothermic reaction propagates along the
foil without any further energy supply, leading to the transformation of reactants into
intermetallics. Trevizo et al. listed the different reactive nanometric multilayers ma-
terials [84], including Ti-Al systems. In such bimetallic Ti/Al nanofoils, a short-term
local heating will induce a rapid and self-sustaining reaction [85]. The propagation
velocity of the reaction is up to 3 m/s [86, 87]. The overall reaction temperature is
higher than the melting temperature of Al (Tm = 933 K) and lower than the melting
temperature of Ti (Tm = 1923 K). Thus, the reaction proceeds in a liquid/solid sys-
tem. A Ti-Al foil is transformed in intermetallics in less than 50 ms. The kinetics
of intermetallic phase formation in the Ti/Al multilayers has been investigated using
differential scanning calorimetry and time-resolved X-ray diffraction [88, 89].

Chapter 5 is dedicated to the reactivity of Al-Ti system and the formation of intermetal-
lic compounds upon a certain temperature of ignition. This part allows us to obtain a
full microscopic understanding of the reactivity in the case of a perfect layered struc-
ture of Ti-Al. Different observations at the microscopic level were also conducted
in order to understand how the dissolution process occurs. That study, at the micro-
scopic scale, also makes possible to explain the various observations of our Russian
colleagues who did the experimental part.



Chapter 2

Molecular Dynamics simulations

2.1 Molecular Dynamics Method

Molecular Dynamics (MD) allows one to simulate the time evolution of a system made
of atoms. It has been proven to be a valuable tool to predict thermodynamics or ki-
netic properties and to observe in-situ atomic processes in order to understand physico-
chemical mechanisms. Classical MD approach is based on the Born-Oppenheimer
approximation: the motions of the electrons adapt themselves instantaneously to the
displacements of the cores. Hence, electron motion is not taken into account and MD
treats atomic nuclei as classical particles whose trajectories are determined by integrat-
ing Newton’s equations:

fi(t) = mi
d2ri(t)

dt2 (2.1)

where mi is the mass, fi is the force and d2ri/dt2 the acceleration of the atom i. New-
ton’s equations are integrated, with a time step dt, in a discrete time domain. dt must be
low enough to avoid instability and conserve energy, but not too low in order to avoid
waste of computing time (typically dt=1-2 fs). The forces fi applied to the atoms are
conservative, meaning that the work between two points does not depend on the path
followed by the force between these two points. The forces are given by the derivative
of the potential energy U depending only on the relative positions of the atoms:

fi(t) =�∇ri
U(r1, . . . ,rn) (2.2)

The MD algorithm is divided into three main parts: initialization, simulation and post-
processing, as summarized in Fig. 2.1:

1. The positions of the atoms and their velocities are initialized. Atomic posi-
tions will depend on the system and its specific structure. Initial velocities are
assigned randomly according to a Maxwell-Boltzmann distribution at a given
temperature. The potential energy U is computed with an interatomic potential.
The force fi acting on each atom is then determined according to Eq. (2.2).

21



22 2.2. Initialization

2. Positions and velocities are updated by integrating the equation of motions (ve-
locity Verlet algorithm).

3. After the displacement of the atoms, system properties are computed, analyzed
and visualized with appropriate software.

Figure 2.1: Schema of the basic molecular dynamics simulation [90].

2.2 Initialization

2.2.1 Crystal lattice

Before starting a simulation, atomic positions must be set, usually according to a par-
ticular crystalline structure that is composed of a periodic ordered stacking of atoms in
space. The periodicity is defined by a basis - defined by 3 vectors A` with ` = 1,2,3
- that is replicated over space. Basis vectors are not necessarily normed or orthogo-
nal and form a parallelepiped called a unit cell. Unit cells are divided into 7 crystal
classes: cubic, tetragonal, monoclinic, orthorhombic, rhombohedral, hexagonal or tri-
clinic, depending on the angles and lattice parameters (see Fig. 2.2). Moreover, there
exist 4 types of unit cells known as Primitive, Body-centered, Face-centered and Side-
centered. Thus, one can distinguish 14 Bravais Lattices. Finally, to build a crystalline
lattice, the unit cell is replicated by a vector:

Ri, j,k,` = iA1 + jA2 + kA3 +a` (2.3)

where al are the coordinates of the atoms in the unit cell.

To perform MD simulations of non-crystalline systems (e.g., amorphous or liquid
phase systems), the initial box can be filled with a random distribution of atoms cor-
responding to a given density. Another approach will consider the melting of a solid
system at high temperature to create a liquid phase which will be cooled down to reach
the temperature of interest.
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Figure 2.2: List of the different Bravais unit cells. From [91].

2.2.2 Velocity and temperature initialization

The initial velocities of the atoms follow the Maxwell-Boltzmann distribution:

P(vi,α) =

✓

m

2πkbT

◆� 1
2

e
�

mv2
i,α

2kbT (2.4)

with vi,α the velocity of the atom i and α one of the three components of the direction
x, y and z. The distribution of velocity is also directly related to the instantaneous
temperature T (t) of the system through the equipartition theorem:

<
mv2

α

2
>=

1
2

kbT (2.5)

which relates the kinetic energy of atoms to the temperature of the system. In order to
avoid significant fluctuation in temperature, a large number of atoms is required. It can
be estimated that the fluctuations on T (t) follow:

∆T (t)

< T (t)>
=

�

< T 2(t)>�< T (t)>2
�

1
2

< T (t)>
⇠ N� 1

2 . (2.6)

In the present work, the smallest number of atoms used in a simulation is 40000, cor-
responding to a relative temperature fluctuation of 0.5 %.



24 2.2. Initialization

2.2.3 Interatomic potentials

Interatomic potential is the cornerstone of MD simulations as it captures all the phys-
ical characteristics of the system such as lattice parameters, cohesive energy, elastic
constants, defects, stacking faults and surface energies, diffusion barriers, etc. These
quantities, obtained by experimental measurements or by ab-initio calculations, are
collected in the fitting database. In classical approaches, the potential energy is ex-
pressed in terms of empirical interatomic potentials with many body notations:

U(r1,r2, ...,rN) = ∑
i

U1(r
i)+∑

i
∑
j>i

U2(r
i,r j)+∑

i
∑
j>i

∑
k> j

U3(r
i,r j,rk)+ ... (2.7)

where U1 refers to a one-body term equivalent to an external force. U2 represents a
two-body term in which the interaction between any pair of atoms ignores the influ-
ence of other atoms. This pair term, including Morse, Born-Meyer or Lennard-Jones
terms, has been widely used for rare gases but is inefficient to reproduce metallic, co-
valent or ionic interactions. It was only in the 1980s that a three-body term U3 was
introduced. This term takes into account the presence of a third atom which influ-
ences the pairwise interaction of the atoms. The kind of potential used depends on the
type of interaction. For example, the Stillinger-Weber, Tersoff or Brenner potentials
are more suited to covalent interactions. Finnis-Sinclair (FS), the Embedded Atom
Method (EAM) or modified-EAM (MEAM) are used when considering metallic inter-
actions. The differences among these potentials arise from the way the parameters are
calculated or from their analytical forms. In this manuscript, the potentials used are
EAM and FS. Although their analytical forms are similar, the Finnis-Sinclair potential
is based on the second-moment tight binding approach, whereas the EAM potential is
based on density-functional theory (DFT). The potential energy of the EAM or FS type
is expressed as follows:

U =
1
2 ∑

i, j(i6= j)

φ(ri j)+∑
i

Fi(ρi) . (2.8)

The potential is composed of two terms: the first one, φ(ri j), represents the pair in-
teraction between 2 atoms. It makes it possible to reproduce the repulsion between
atoms. The second one, F , corresponds to the embedding energy of the atom i in the
host electron density ρi produced by neighboring atoms at the atom i site (see Fig. 2.3).
This term corresponds to the cohesion of the system and yields the metallic interac-
tions between atoms. The functional F differs between FS and EAM type potentials.
Indeed, in the FS approach, the binding energy is proportional to the square root of the
electron density, whereas in the EAM approach, F corresponds to the energy required
to place an atom i in the local electron density area produced by the neighbor atoms.
This electronic density for a given atom i is given by the relation:
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ρi =
N

∑
j=1( j 6=i)

ϕ j(ri j) (2.9)

where ϕ j(ri j) is the electronic contribution of the neighbor atoms j of the atom i.

Figure 2.3: Potential functions of the EAM Ti-Al potential. From [92]. Top left, the pair
interaction function, φ(ri j), for three different interactions between Al-Al, Ti-Ti and Ti-Al.
Top right, the embedding energy function, Fi, of Ti and Al. Below, the electronic density
function, ρi, for Ti and Al.

The potentials are designed to reproduce certain material properties at the expense
of others. For example, a potential may be created specifically to capture the trans-
port properties of a material, but it will not be transferable to simulations that wish to
calculate the mechanical properties. One major difficulty is to obtain an appropriate
potential that is suited to the system of interest. Sometimes, there is no potential or it
is not parameterized for the purpose of the simulation. It is then necessary to validate
the chosen potential by first calculating basic properties such as melting temperature,
thermal conductivity and elastic constants. Nevertheless, softwares have been created
to enable the proper development (testing and standardisation) of potentials. These
include potfit [93], KLIFF [94] and Atomicrex [95]. Potentials are also available for
a wide variety of material choices (metals, semiconductors, oxides, carbon, etc.) on
sites such as Interatomic Potentials Repository (NIST) and the Knowledgebase of In-
teratomic Models (OpenKim) [96].
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2.3 Simulation

2.3.1 Integrators

Many methods are available to integrate the equations of motion including leapfrog,
predictor-corrector, Verlet, etc. Each is characterized by its own accuracy and effi-
ciency. Among them, the velocity Verlet algorithm stands out for its efficiency, sta-
bility, convergence and low truncation error at long simulation times. This method
is divided into two steps. The first step consists in computing the velocity at a half
time-step:

vi(t +
dt

2
) = vi(t)+

dt

2
ai(t) (2.10)

Positions and velocities of atoms are computed at the next time step:

vi(t +dt) = vi(t +
dt

2
)+

dt

2
ai(t +dt) , (2.11)

ri(t +dt) = ri(t)+dtvi(t +
dt

2
) . (2.12)

2.3.2 Statistical ensembles

The "natural" ensemble for molecular dynamics simulations is the micro-canonical en-
semble (NVE). In this ensemble, the system is isolated, i.e. there is no exchange of
energy with the external environment. The number of atoms N, the volume V and the
total energy E of the system are constants. Sometimes, it is desirable to be able to con-
trol the temperatures and pressures of a system to ensure that simulations more closely
reproduce physical and chemical experiments. It is thus necessary to modify the equa-
tions of motion to allow the system to exchange energy with a larger external system
commonly referred to as a "thermostat". Different methods have been developed to en-
sure temperature control such as velocity scaling [97], the Berendsen thermostat [98],
the Andersen thermostat [99] or the Nosé-Hoover thermostat [100, 101]. In this work,
we principally used the Nosé-Hoover (NH) formalism in which a friction term, ζ , is
added to the equations of motion:

fi(t) = mi
d2ri(t)

dt2 �ζ mivi . (2.13)

The temperature is then controlled by the difference between the actual kinetic energy
(Ec) of the system and the "target" kinetic energy (Etarget

c ). When Ec is greater than
E

target
c , the kinetic energy drops and vice versa when it is lesser. The dynamic friction

term ζ̇ is linked to the kinetic energy by:

ζ̇ = (Ec �Etarget
c )/QT (2.14)



2. Molecular Dynamics simulations 27

where QT is the mass parameter of the thermostat that determines the degree of cou-
pling of the system thermostat. In other words, it determines how rapidly the tempera-
ture is relaxed. The ensemble using this method is the canonical ensemble (NVT) with
the number of atoms N, the volume V and the temperature T as constants. However,
other simulations require controlling the pressure and therefore varying the volume.
The Nosé-Hoover approach also makes it possible to introduce a barostat to act on
the pressure. The approach consists in introducing a degree of freedom acting on the
volume of the simulation box by:

V̇ = (P�Ptarget)/QP (2.15)

with V the volume and QP the response speed of the barostat. The corresponding ther-
modynamic ensemble is isoenthalpic-isobaric (NPH) with constant atomic number N,
pressure P and enthalpy H. When a thermostat and barostat are considered, the simula-
tions are performed in the isothermal-isobaric ensemble (NPT). This ensemble allows
the system to adjust its volume and to control the temperature through pressure and
kinetic energy.

Moreover, certain simulations have been carried out using a Langevin thermostat. The
principle remains similar to that of an Nosé-Hoover thermostat: it consists in adding a
term to the equations of motion according to a Gaussian probability. This thermostat
is no longer deterministic but rather stochastic.

2.3.3 Boundary conditions

Molecular Dynamics simulations are usually limited to system sizes of a few hundred
nanometers (sub-micrometers). Therefore, periodic boundary conditions are applied
to overcome finite size effects, the system becoming pseudo-infinite. The application
of periodic conditions considers the simulation box as a primary cell. This cell is
replicated in all directions (x,y,z) by images with the same properties (number of atoms,
position of atoms, moment of atoms, size and geometry) as shown in Fig. 2.4. If an
atom leaves the primary cell, it will re-enter from the opposite side. Note that an atom
must not interact with its image. Therefore, the size of the primary cell must be at least
2 times larger than the cut-off radius of the interatomic potential (i.e., the minimum
distance for which the attractive part of a potential is zero).

2.3.4 LAMMPS software

In the present work, we used the large-scale massively parallel atomic/molecular sim-
ulator (LAMMPS) that was developed since 1995 at the Sandia National Laboratory
to simulate the time evolution of a very large number of atoms [103]. This open-
source software is widely used to simulate a large variety of materials such as metals,
semi-conductors and even biomolecules or polymers. LAMMPS is computationally
efficient as it supports most parallel technologies such as MPI, Open MP, Cuda, etc.
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Figure 2.4: Schematic representation of the Periodic Boundary Conditions (PBC). From
[102]. The central cell is replicated in all directions by images with the same properties (num-
ber of atoms, position of atoms, moment of atoms, size and geometry).

It is also possible to build on LAMMPS as a library to include or couple with many
codes to extend its range of application. Moreover, LAMMPS incorporates state of the
art methods thanks to an active developers’ community, allowing specific commands
to be improved or added.

2.4 Post-processing

2.4.1 Analysis

Analysis of simulation data is necessary to detect elementary mechanisms at the
nanoscale. One of the keys to better understanding such mechanisms is to visualise the
atomic displacements using visualisation software such as Ovito [104]. Ovito reads
atomic coordinates and individual properties of atoms in order to visualise the struc-
ture at different times during the simulation. This is free-distribution software that
incorporates a wide variety of analysis methods such as crystalline structure, the radial
distribution function, atomic trajectory and cluster analysis, among others.

• Structure analysis

Many methods are available to identify crystalline structures, each with its own speci-
ficity and accuracy. In the present work, we have used three different methods to iden-
tify the local atomic environment of an atom. The first method is based on the analysis
proposed by Ackland and Jones. For an atom i (or central atom), the Ackland and
Jones analysis calculates the number of neighbors and the angles with the central atom
to determine whether its structure is hcp, bcc, fcc or amorphous [105]. The advantage
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of the Ackland and Jones analysis is that it is less sensitive to thermal fluctuations than
other methods because it considers the angles between atoms and not their distances.
However, characterisation in the liquid phase is difficult as many atoms are recognised
with a defined structure even when amorphous.

Figure 2.5: Comparison between a-CNA and PTM. From [106].

Another method used below is the Common Neighbor Analysis (CNA) approach [107].
In this method, a central atom is chosen and a sphere is drawn around this atom to se-
lect the first neighboring shell. Each pair is then characterized by three criteria: the
number of atoms common to both atoms, the number of bonds between their common
neighbors and the number of bonds in the longest chain among the common neighbors.
The criteria are then compared to reference structures to identify the structure of the
chosen atom. The adaptive Common Neighbor Analysis (a-CNA) is an evolution pro-
posed by Stukowski to study binary systems [108]. However, a-CNA sometimes leads
to certain ambiguities in the identification of the structure, particularly in the presence
of thermal fluctuations or stresses.

Finally, the last and most robust Polyhedral Template Matching (PTM) method allows
for the identification of crystalline structures with less noise than the other methods
[106]. This method is divided into two steps: a graph isomorphism test is used to
identify potential structure matches. Then, the deviation is calculated between the
local structure (in the simulation) and a model of the ideal network structure. As
clearly shown in Fig. 2.5, the PTM method is much more efficient than a-CNA in
distinguishing fcc and disordered phases in systems at different temperatures.
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• Radial distribution function

An efficient method to analyse the structure of a system is the radial distribution func-
tion (RDF), g(r). The RDF is defined as the probability of an atom to be located at
distance r0 from another atom chosen as reference (see Fig. 2.6, left). This function is
expressed as follows:

g(r) =
ρ(r)

ρ
(2.16)

with ρ = N/V corresponding to the average density over the entire system with re-
spect to the total number of atoms N and the volume V . The local density, ρ(r) =
dn(r)/Vshell , corresponds to the probability of finding dn(r) atoms in a small volume
(Vshell). The volume of the shell of thickness dr is approximated to
Vshell =

4
3π(r0 + dr)3 � 4

3πr3
0 ⇠ 4πr2

0dr. The radial distribution function is efficient
in detecting the phases of a system. The crystalline structures exhibit defined peaks
corresponding to the neighbor shells. In the solid phase, the peaks are separated from
each other, even at long-range order. The liquid or amorphous phases are characterized
by a smoothing of the peaks at long-range order and by a broad peak at short-range or-
der (see Fig. 2.6, right). Moreover, RDF can provide information about the progressive
amorphization of a system or about the local rearrangement of atoms.

Figure 2.6: On the left, 2D representation of the radial distribution function (RDF). The black
atom in the center is the atom of reference. dr is the thickness of the shell located at distance
r0 from the atom of reference. On the right, typical RDF for the liquid phase and solid phase
(here the Argon from [109]).

• Degree of mixing

The degree of mixing is a powerful method to analyse the level of mixing between dif-
ferent elements at short-range order. The first step is to define the limit distance (rcut)
between the short-range order and the long-range order (see Fig. 2.7). This distance is
chosen such as to be superior to first neighbor shells for fcc, hcp and amorphous atoms
and superior to the first and second neighbor shells for bcc atoms. This criterion is de-
fined via the radial distribution function. The short-range order parameter is therefore
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introduced to follow the degree of mixing during the simulation by:

Ω =
c

1�c
N

j
i +

1�c
c

Ni
j

N
j

i +Ni
j

(2.17)

with Ω the chemical mixing of the system, c the atomic fraction and N
j

i the average
number of neighbors of type j in the sphere of radius (rcut) around atoms of type i

(and vice-versa for Ni
j). These atoms are considered in the zone of mixing between the

different elements.

Figure 2.7: 2D representation of the atoms considered in the mixing zone. Red and blue
atoms represent the atoms of type i and j, respectively. Dashed lines represent the distance rcut

between short- and long-range orders.

• Number density profiles

The number density profile (NDP) is an analytical tool which provides abundant infor-
mation about the dynamics in multiphase systems. NDP consists in dividing the space
into several bins of a constant thickness. Then, the number of atoms is calculated in
each bin with respect to the type of atoms. The thickness needs to be sufficiently large
in order distinguish the different crystalline planes but low enough to be accurate. In
the ideal case, the thickness is chosen to be slightly lower than the interplanar distance.
The NDP provides useful information about the ordering at the interface between two
phases, the formation of crystalline phases (such as intermetallic phases, for example),
the stoichiometry and the amorphization.

Note that other 2D profiles such as temperature profile or fcc fraction profile can be
obtained in a way similar to the NDP approach. The difference is essentially the way
in which the variables of interest in each bin are computed. Indeed, these variables
are calculated with the average over each bin, providing accurate information about
the location of interfaces, the width of interfaces, local transformations, increases in
temperature, etc.

2.4.2 Calculations of specific properties

As mentioned in Section 2.2.3, interatomic potentials are fitted with a limited database
of properties determined experimentally or with ab-initio calculations at zero or room
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temperature. The calculations of specific properties (e.g. Melting temperatures, ther-
mal conductivities, latent heat of fusion, solid/liquid interface energy, lattice parame-
ters, solid/liquid interface velocities) that were not explicitly fitted allowed us to eval-
uate the potential transferability at high temperature. Also, these values determined
with atomic simulations will later serve as inputs in models based on the classical nu-
cleation theory (CNT) that is well established. The use of CNT with values determined
by MD calculations allow us to extend our results to large scale systems. Last but not
least, this procedure also demonstrated that the classical nucleation theory that was
developed at micro/macro-scale still to be valid at atomistic scale.

• Latent heat of fusion of Ni

In order to estimate the latent heat of fusion, LV , we considered a bulk system of 5.28 nm
⇥ 5.28 nm ⇥ 5.28 nm at zero pressure, thermalized at T = 100 K. Periodic boundary
conditions were imposed in all directions. The sample was then heated with a tem-
perature ramp of 50 K over 50 ps in the NPT ensemble, and then relaxed at constant
temperature in the NPT ensemble over 50 ps, and in the NVT ensemble over 10 ps.
Quantities were measured in the NVE ensemble over 10 ps. The corresponding aver-
age heating was ⇠ 450 K/ns. This procedure was repeated until complete melting of
Ni at 3000 K. Note that the melting temperature of the bulk is higher than the ther-
modynamic melting temperature (Tm), because the crystal is perfect, without any free
surfaces or imperfections. The system was then cooled with a temperature ramp similar
to that imposed for the heating process. A rough estimation of the melting temperature,
Tm = T++T��

p
T+T�, is deduced from the temperature for the maximum degree of

superheating (T+) and supercooling (T�) [110].

Figure 2.8: (a) Enthalpy as a function of temperature. (b) Volume per atom as a function of
temperature. Latent heat of fusion LV and volume per atom Vat are evaluated at melting point
(dotted red line).

The latent heat of fusion is determined at the melting point of the bulk system (1701 K)
as the difference between the enthalpy of the solid phase and the enthalpy of the
liquid phase. The latent heat of fusion is estimated at 22.00 10�2 eV, equivalent to
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21.23 106 J/kmol (Fig. 2.8a). The experimental reported value in the range between
17.03 106 J/kmol and 18.90 106 J/kmol [111] is slightly lower than the value measured
in MD. The volume per atom (Vat) is estimated at 11.55 Å3 (Fig. 2.8b) at the melting
temperature of Ni (1701 K, value of the potential [112]).

The molar volume is Vm =Vat ⇥NA = 0.006955 m3/kmol. Note that the molar volume
estimated with the potential at ambient temperature 0.006612 m3/kmol is close to the
experimental value 0.006590 m3/kmol. Finally, the latent heat of fusion, LV , expressed
in appropriate units, is equal to 21.23 106/Vm = 3.052 109 J/m3. This value slightly
differs from the experimental estimation (2.530 109 J/m3). Nevertheless, this indicates
good adequacy of the potential to determine the latent heat of fusion.

• Velocity of the solid/liquid interfaces of Ni

Figure 2.9: (a) Schematic representation of the system. (b) Solid/liquid interface velocity of
the three orientations (100), (110), and (111) as a function of the degree of undercooling.

Two-phase systems were considered, with a solid/liquid interface perpendicular to the
x direction. The crystallization velocity of Ni was determined for three orientations
(100), (110), and (111) of the solid/liquid interface. The following procedure was
considered:

1. We built a fcc-Ni system elongated in the x-direction at the target tempera-
ture T , with the appropriate lattice parameter and orientation. Typical sizes
(Lx ⇥Ly ⇥Lz) of the system for the orientation (100), (110), (111) were 85.36⇥
4.27⇥ 4.27 (nm), 120.71⇥ 6.04⇥ 4.27 (nm) and 147.84⇥ 6.03⇥ 6.97 (nm),
respectively. Periodic boundary conditions were imposed in all directions. The
whole system was then relaxed at the target temperature T in the NPT ensemble
for 1 ns.

2. One half of the sample was frozen and the other half (i.e between 0 and Lx/2)
was melted in the NPT ensemble for 1 ns at a temperature Tsup = 3000 K, much
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higher than the melting temperature estimated with the EAM potential, in order
to ensure complete melting and produce a liquid phase.

3. Finally, the simulation was carried out in the NPT ensemble for 2.5 ns at the
target temperature T for the whole system. If the target temperature is below
the melting temperature (Tm = 1701 K), the interface moves toward the right
and the system crystallizes (Fig. 2.9). If the target temperature T is above the
melting temperature, a melting front propagates to the left and the system melts
completely.

We considered 7 target temperatures below the melting temperature: 1100 K, 1200 K,
1300 K, 1400 K, 1500 K, 1600 K, and 1700 K. In order to estimate the solid/liquid
interface velocity, the front position was followed and compared to the position of
a reference atom in the solid phase (Table 2.1). We observed that the solid/liquid
interface velocity depends on the degree of undercooling. The Wilson-Frenkel model
was used to approximate temperature dependence:

v = K
Tm �T

T
exp

✓

� Q

kBT

◆

(2.18)

where Q is the activation enthalpy, kB is the Boltzmann constant, and K is a constant.
In addition, the crystallization velocity v (100) > v (110) > v (111) is consistent with
the sequence, reported in the literature.

The two-phase method gives also the melting temperature of the material. The target
temperature is chosen around the estimated melting temperature. If the temperature
is below the melting temperature, the solid phase grows. If the temperature is above
the melting temperature, the liquid phase invades the entire system. The melting tem-
perature is estimated as the temperature for which the solidification/melting front is
stagnant.

T (K) v (100) v (110) v (111)
1100 90.95 59.98 39.53
1200 75.68 52.56 35.05
1300 63.07 42.55 30.20
1400 45.41 32.34 24.38
1500 26.80 22.51 18.85
1600 15.53 13.09 12.08
1700 3.41 2.71 4.89

100 110 111
K 488.1 531.2 775.1
Q (J) 1.6310�20 2.4110�20 3.6510�20

Table 2.1: Left: Crystallization velocity (in m/s) calculated with the two-phase method at dif-
ferent temperatures and for different interface orientations. Right: Wilson-Frenkel parameters
obtained from the fit by eq. (2.18).

• Solid/liquid interfacial energy of Ni

In order to estimate solid-liquid interfacial energy γSL, we built a pseudo 2D system
with a solid Ni cylinder surrounded by liquid Ni. Periodic boundary conditions were
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imposed in all directions. The entire sample was thermalized at a target temperature
in the NPT ensemble for 200 ps, followed by the NVT ensemble for 100 ps. The
liquid phase around the cylinder was introduced by heating the liquid region in the
NPT ensemble for 200 ps and the NVT ensemble for 100 ps to 2500 K (Fig. 2.10a).
The entire sample was then maintained in the NPT ensemble for 5 ns at the target
temperature. Several radii were considered: 1.79 nm, 3.58 nm, 7.17 nm, 14.34 nm,
and 17.93 nm. Given a particle radius, we chose a large set of target temperatures in
order to find its melting point.

Figure 2.10: (a) Snapshot of the solid particle, in green, surrounded by the liquid, in gray.
(b) Inverse of the critical radius as a function of the degree of undercooling. Red dots are the
simulation results. Black curve is the fit used for the interfacial energy estimate

According to the classical nucleation theory, since there is no interaction between solid
and liquid for the flat face of the cylinder, the Gibbs free energy for a cylinder can
be expressed as ∆G = �πr2h∆gV + 2πrhγSL, where h is the cylinder height, r the
cylinder radius, and ∆gV is the Gibbs free energy per volume unit. The critical radius
rc is obtained when the first derivative of the Gibbs free energy is zero. Moreover,
∆gV can be approximated by ∆gV ⇠ LV ∆T/Tm. The critial radius r⇤ is then expressed
as r⇤ = (γSL ⇥ Tm)/(LV ⇥ ∆T ), where ∆T = Tm � T the degree of undercooling at
which the cylinder melts. By considering the values of latent heat and the melting
temperature, the simulation results were fitted by this expression in order to obtain the
solid-liquid interfacial energy γSL = 284 mJ.m�2 (Fig. 2.10b).

• Phonon thermal conductivity of Ni

Phonon thermal conductivity was computed with non-equilibrium molecular dynamics
(NEMD) [116]. We considered a periodic simulation box elongated in the z direction,
with a cross-section of 20 ⇥ 20 lattice units (i.e. 7.04 nm ⇥ 7.04 nm). This system
was equilibrated at T in an isothermal-isobaric ensemble (NPT) over 0.2 ns. Then it
was divided into 20 bins. The first bin defines the hot region maintained at T +50 K,
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Figure 2.11: (a) κ as a function of the simulation box length for the considered temperatures.
Symbols are the numerical results. Lines are the corresponding fits. (b) Bulk thermal conduc-
tivity results as a function of temperature compared with the values reported by Levchenko
et al. [113] and Turlo et al. [114] . These two authors computed κ with the Green-Kubo ap-
proach, using Mishin 2004 (M04) [115] and Purja Pun and Mishin 2009 (M09) [112] potentials
for Ni.

while the middle bin (i.e. 11) is the cold region thermalized at T �50 K. Two distinct
Langevin thermostats were used. The Langevin damping parameter was set equal
to 0.1 ps. The equations of motions of the atoms outside the thermostated regions
were integrated into the NVE ensemble. A run of 0.28 ns was long enough to obtain
a steady state temperature profile between heat sink and heat source. The energies
added/removed by the two thermostats and the temperature profile between the two
regions were monitored and averaged for 0.1 nanoseconds. Thermal conductivity was
computed using Fourier’s law :

κ =� J

dT/dz
(2.19)

where J is the heat flux and dT/dz is the thermal gradient between the two ther-
mostated regions. In the case of solids, finite size effects have to be taken into account.
The distance between the two thermostats limits the phonons’ mean free path that low-
ers thermal conductivity compared to bulk values. This was overcome by computing
thermal conductivity with samples of different lengths. Bulk thermal conductivity was
then estimated by extrapolating reciprocal thermal resistivity 1/κ versus reciprocal
system length (1/Lz). Note that, in metallic melts (or liquids) the phonon’s mean free
path for heat transport is much shorter than the distance between the two thermostats
since it is meanly due to collisions between close neighbors. That lead us to simulate
between 40 and 100 lattice units (i.e. 14.08 nm to 35.2 nm) along the z-direction and
nine temperature values were considered: T = 300 K, 500 K, 800 K, 1100 K, 1300 K,
1500 K, 1700 K 1900 K, 2100 K, and 2300 K (see Fig.2.11).
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2.5 Non-exhaustive literature review of MD simulations

on solidification, mechanical activation and nanocom-

posite reactivity

In this section, selected Molecular Dynamics studies are presented in order to contex-
tualize the different chapters presented later. Firstly, it allows our work to be situated
in relation to other studies already carried out using Molecular Dynamics and, sec-
ondly, to be compared with what has already been done. The three main themes of this
work will be discussed, namely solidification, mechanical activation and reactivity of
Ti-Al.

2.5.1 The solidification process at atomic scale

Various aspects of solidification processes at the nanoscale have already been investi-
gated, namely homogeneous and heterogeneous nucleations, the effect of cooling rates
on final microstructure, directional solidification and the calculation of solidification
properties.

Many atomistic simulations for numerous materials, including metals, have been un-
dertaken to study homogeneous and heterogeneous nucleations. They have focused on
fundamental aspects such as nucleation rates or nucleation barriers (see for instance
[117, 118]). Two main procedures for achieving homogeneous nucleation are usually
used in MD approaches: at a constant undercooled temperature (isothermal conditions)
or by applying a constant cooling to the melt.

• Isothermal homogeneous nucleation

Shibuta et al. studied homogeneous nucleation at isothermal undercooled temperatures
in large-scale simulations. These authors simulated a billion-atom iron melt with a
Finnis-Sinclair potential [119]. They considered two temperatures in order to observe
the structural evolutions over time by tracking the number of grains created and their
orientation with respect to the (100) orientation (see Fig. 2.12). They demonstrated the
formation of grains at the surface of previously formed grains. In parallel, they also
investigated homogeneous nucleation in iron for a larger range of temperatures [44,
120]. This work allowed them to follow the nucleation rates, the incubation time for
the nucleation as well the microstructural evolution with respect to temperature.

Another notable MD work was published by Mahata et al. [45]. They investigated
homogeneous nucleation in an undercooled aluminum melt using a MEAM potential.
Under isothermal conditions, they derive important values such as critical nucleus size,
number of nuclei or induction time. Furthermore, Mahata et al. succeeded in compar-
ing their numerical values obtained at constant temperature or with different cooling
rates with those of classical nucleation theory.
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Figure 2.12: Overview of the homogeneous nucleation process in an iron melt at a temperature
of 0.67 Tm. From [119]. (a) Representative snapshot of the entire billion-atom simulation box.
(b) Zoom on the part of the simulation highlighted by the red box. The white color represents
the liquid atoms and the different colors represent relative disorientation with respect to the
coordination axis.

• Isothermal heterogeneous nucleation

Few approaches focus on heterogeneous nucleation and unfortunately most of them
use pair potentials that are not appropriate for metals [121–123]. Nevertheless, one
can cite the approach reported by Fujinaga et al. for titanium particles surrounded
by liquid aluminium using an EAM potential [46]. This work considered heteroge-
neous nucleation for various particle geometries and sizes under different isothermal
undercooling conditions. Two different cases were characterized: stagnation and free
growth. Free growth was observed when the undercooling temperature was sufficiently
high with respect to the size of the nucleant particle (Fig. 2.13). Their approach was
validated by a direct comparison with the classical theory of nucleation.

• Solidification at different cooling rates

According to solidification theory, the solidified microstructure will vary according
to the applied cooling rate. A very fast cooling rate will result in a glassy structure
while a slower cooling rate will result in a crystalline structure. In the mid-90s, a
pioneering work on aluminium melts was restricted to two cooling rates and the use
of pair potentials because of limited computing power [35]. Later on, more systematic
studies were carried out to precisely determine the specific cooling rates giving rise to
a crystalline or glassy structure on metals and alloys such as Ag [36] with the Sutton-
Chen potential, Al [38] or Ti3Al [37] with EAM potentials. In all of these studies, the
initial stage was obtained by heating the system of interest to an equilibrium liquid
state (T > Tm). Then, several cooling rates were applied to observe the effect of the



2. Molecular Dynamics simulations 39

Figure 2.13: Heterogeneous nucleation simulations with titanium particles surrounded by liq-
uid aluminium. From [46]. The crosses represent the stagnation for which the liquid phase
remains the same over the entire simulation, the circles represent the free growth of the liquid
aluminum on the titanium surface and the triangles the transition from the two preceding be-
haviors. The solid black line is a fit from the Classical Nucleation Theory (CNT).

cooling rate on the final microstructure (see Fig.2.14).

• Solidification front properties

Molecular dynamics also provides access to characteristic values of the solidification
front such as the kinetic coefficient or the solid-liquid interface energy. Neither quan-
tity is easily accessible via experiments and their evaluation requires the use of numer-
ical methods at nanoscale.

The kinetic coefficient expresses the dependence of the interface velocity on the in-
terface temperature. It is particularly important to know this value for the various
orientations at which velocities are different. Sun et al. and Celestini et al. computed
the kinetic coefficients for several interface orientations under isothermal conditions in
nickel using an EAM potential [40] and in gold using the Glue potential [39]. Both
studies considered an elongated system in one direction with a temperature gradient.
They observed the difference in velocity of the solid-liquid interface as a function of
orientation.

The solid-liquid interface energy has been calculated using different techniques such
as the cleaving technique [124], the capillarity fluctuation method [125, 126], theoret-
ical calculation based on density functional theory [127, 128] or the critical nucleus
method [129, 130]. An accurate estimation of solid-liquid interface energy is of great
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Figure 2.14: Snapshots of the microstructures obtained for different cooling rates on pure
aluminum at the final temperature (here 293 K). From [38]. Cyan, purple and pink represent
fcc, hcp and amorphous atoms, respectively. Crystalline structures are observed for the cooling
rates below 4 K/ps. As shown in (a), the fastest cooling rate (10 K/ps) exhibits a glassy struc-
ture.

importance as it will serve as an input parameter for more realistic simulations of so-
lidification with, for example, the phase field approach [131].

• Directional solidification

The first work on rapid directional solidification was published by Celestini et al. in
2000 [41]. It focused on the growth of a solid binary alloy from its liquid phase. This
approach was developed using LJ potentials with an Argon melt containing a random
dispersion of solute atoms. Using Non-Equilibrium molecular dynamics (NEMD), the
authors established a temperature gradient brought about by heating parts of the system
to different temperatures. It was not until much later (i.e., 2019) that studies on rapid
directional solidification were carried out on metallic systems. Among these studies,
one can mention the studies of Al-Cu alloys [42] (see Fig.2.15) and CrNi-alloyed steels
[43].

• Columnar to equiaxed transition in MD

To our knowledge, only one study has dealt with the transition between columnar and
equiaxed structures where equiaxed grains are formed by homogeneous nucleation. In
this work, the temperature distribution reproduced that observed in additive manufac-
turing techniques with a temperature rise due to the heating of the laser followed by an
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Figure 2.15: Directional solidification on Al-Cu alloys. From [42]. (a) and (b) represent the
microstructure evolution (2D and 3D representations, respectively) with fcc atoms in green,
hcp atoms in red and amorphous atoms in white. (c) represents the different orientations of
grains during solidification.

Figure 2.16: Solidification process of laser powder bed fusion technologies on Al powder.
From [34].
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imposed cooling on a bed of aluminum powder. A finite element approach determined
the temperature distribution which served as input parameters for the Molecular Dy-
namics using Langevin thermostats. This work reported columnar grain solidification
in the direction of the hottest point as well as the formation of equiaxed grains close to
the surface of the meltpool during cooling (see Fig. 2.16). Further observations were
also formulated on porosity, dislocations and cracks [34].

2.5.2 Deformation studied by MD

Most of the studies related to mechanical deformations concentrate on the mechanical
properties of materials and very few are related to milling mechanisms. For example,
sliding giving rise to friction was studied in [132–134]. These works highlighted the
creation of an amorphous mixing zone mainly localized at the interface regions during
deformation. Chen et al. also studied the slide on an Ni-Al system and observed that
the softest material (Al) is the location at which the mixing zone is formed [74]. Plastic
deformation induced by milling was also studied by cyclic deformations [69]. In this
study, dislocation motions induced the chemical mixing of the elements.

• Mechanical activation

Mechanical activation has been studied in detail by Cherukara et al. [75, 76] in the con-
text of the shock loading of a granular material consisting of laminated Ni-Al grains
(see Fig. 2.17). The results of this MD work with an EAM potential were reported
into two papers. The first one outlines the elementary mechanisms related to the com-
paction of the system such as stress, temperature and localized velocity increase. The
authors also highlighted the importance of pores, which play an important role during
collision by locally increasing temperature. Indeed, during the collision of pores, high
impact velocities cause the void to be filled with Ni-Al fluid. In the second paper, the
influence of different impact velocities on the reaction is discussed. In the case of low
impact velocities, the initial voids are filled by the deformation of adjacent grains. The
Ni and Al atoms mix only partially, leading to no significant reaction in the sample. In
contrast, at high impact velocities, the void filled by the fluid of Ni-Al atoms results in
intimate mixing. This mixing induces a localized increase in temperature permitting
the adjacent solid grains to melt and thus start the reaction. This reaction, observed at
various locations in the sample, then propagates rapidly throughout the sample.

Activating factors determine the increase in reactivity of a mixture due to mechanical
treatment. Nevertheless, most of the studies published in the literature have no direct
link with mechanical activation but rather isolate mechanisms encountered in mechan-
ical processes giving rise to improved reactivity. For example, Witbeck et al. have
shown that lattice defects and grain boundaries play an important role in enhancing
reactivity [135, 136]. Cherukara et al. and Crone et al. have highlighted the effects
of surfaces [137, 138]. Premixing studies are also used to investigate reactivity. For
example, Fourmont et al. reported a systematic study on the premixing of lamellar
Ni-Al [78]. In this work, various percentages of Ni were artificially added to an alu-
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Figure 2.17: Overview of the Cherukara et al. study [76]. At top, initial system containing
laminated grains of Ni and Al. The arrows represent the direction of the deformation. Below,
the final microstructure obtained after deformation with the maps of the temperature and chem-
ical reaction. The two colors within in each grain denote Ni (thin bands) and Al (thick bands).

minium layer surrounded by two nickel layers as might be observed experimentally. In
this particular system, the authors reported that premixing at the nanoscale improved
reactivity when compared to samples with no premixing.

2.5.3 Reactivity of Ti-Al systems

Many molecular dynamics studies have been performed on the reactivity of metallic
systems using geometries such as nanoparticles, nanowires, nanofilms and nanomet-
ric multilayers [140]. Indeed, MD is a very pertinent method as it allows observation
in-situ of the elementary mechanisms that occur at the nanometric scale, namely melt-
ing, dissolution, mixing, phase transformations, microstructure formation, nucleation,
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Figure 2.18: Ti-coated Al nanoparticles at 3 different temperatures: a. 900 K,
b. 1000 K, c. 1100 K. From [139]. Al is in dark blue and Ti in yellow.

growth of intermetallics, etc. Nevertheless, few studies focus on the particular Ti-Al
system.

• Ti-Al coated nanoparticles

Levchenko et al. studied the alloying reaction in Ti-coated Al nanoparticles with a par-
ticle size of 4.8 nm and an equivalent atomic fraction [139]. They heated their samples
to a temperature of 900 K (see Fig. 2.18,a.). At this temperature, the aluminium was
completely melted, allowing for the dissolution of Ti in Al(see Fig. 2.18,b. and c.).
This dissolution caused an exothermic reaction that raised the temperature to 1352 K
in a self-sustaining manner. Finally, after this heat release, the system was cooled
down to create a Ti-Al alloy. The authors also compared their study with one they had
previously conducted on Al-coated Ti nanoparticles [141]. With similar nanoparticle
sizes, they concluded that the interfaces play an important role in reactivity. Indeed,
reactivity is better in the Al-coated Ti because the aluminium layer disturbs the struc-
ture while in the Ti-Coated Al, the titanium layer is harder and confines the aluminium
core.

• Multilayers

Studies on nanoscale multilayers in the Ti-Al system have also been carried out by
Kiselev et al. [142]. These authors considered a system featuring a Ti layer and an Al
layer of equal size, 8 nm in length, 8 nm in width and 2 nm in thickness. The sample
was then heated to a temperature of 1000 K, close to the melting point of Al, to start
the reaction. They observed that the temperature rise was slow up to 1400 K due to the
limited solubility of Ti in Al. From 1400 K, the reaction was accelerated considerably
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due to a much higher solubility of Ti in Al in this temperature range. The exothermic
reaction was always more pronounced, allowing for a rise in temperature sufficient
to reach the melting point of Ti (1700 K). The 2 components then mixed intimately,
maintaining a heat release up to 2100 K. The samples were cooled to observe the
formation of the Ti-Al intermetallic phase.



Chapter 3

Solidification at nanoscale in the

context of Ni additive

manufacturing

In the present chapter, we developed MD simulations of pure nickel submitted to typ-
ical non-stationary thermal conditions specific to Additive Manufacturing (AM) in or-
der to study the columnar-to-equiaxed transition. Among metals and alloys, nickel-
based alloys are commonly used in AM [143]. As this study is restricted to pure metal,
the microstructure will result exclusively from thermal effects occurring during solidi-
fication processes. The first representative model (model A) was set up to describe the
rapid directional solidification of a textured Ni substrate. The second model (model
B) was used to investigate the effect of the cooling rate on the evolution of the mi-
crostructure. This approach allowed us to assess the effects of process parameters on
the resulting microstructure at the nanoscale. In addition, MD simulations were com-
pared to predictions based on the classical theory of solidification of pure metals and
on classical nucleation theory.

3.1 Details of the simulations

The simulations were performed using the Embedded Atom Method (EAM) potential,
developed by Purja Pun and Mishin for Ni-Al systems [112]. This potential has been
extensively used to study reactivity in Ni-Al nanofoils [144, 145]. In addition, this
potential is known to reproduce well the physical and thermodynamical properties of
nickel [114] (see Table 3.1).

We considered a pseudo 2D system in a simulation box of 100 nm ⇥ 1.4 nm ⇥ 200 nm.
As shown in Fig. 3.1, the system was divided into three regions along the z direction:
a lower region located between 0 and 20 nm kept at a fixed temperature and named
the substrate, a middle region from 20 to 50 nm, and an upper region that was effec-

46
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Figure 3.1: Schematic representation of the model. The laser region is represented in red
between 50 nm and 200 nm. The substrate region is represented in blue between 0 and 20 nm.

tively affected by the laser beam. The y direction was slightly larger than twice the
cut-off distance (rcut) of the potential to avoid multiple interactions. Periodic bound-
ary conditions were applied in the x and y directions, while the boundary condition
was nonperiodic and shrink-wrapped in the z direction. The system was built with the
Atomsk software [146]. The procedure used to create this polycrystalline sample is
analogous to that used to obtain Voronoi cells, which has already been applied in pre-
vious works [144, 147]. Each grain had its [010] axis aligned with the y direction and
could rotate along the y axis. The equations of motion were integrated using a timestep
of 1 fs. The local atomic environment (i.e. fcc, hcp, or unknown) was determined using
Polyhedral Template Matching (PTM).

Two representative models were prepared: with and without cooling. Different tem-
perature values of the substrate were considered in order to explore a broad range of
microstructures. Typically, the first model (A) allowed us to understand rapid direc-
tional solidification in a temperature gradient, without cooling. In the second model
(B), a cooling rate was applied to force the system to cool down at a controlled rate, as
observed in AM solidification processes (see [43]).
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In model A, the system was first equilibrated at Tsub for 200 ps in the NPT (isothermal-
isobaric) ensemble, followed by another equilibration in the NVT ensemble for 100 ps.
After thermalization, the two extremities of the sample were thermostated in an NVT
ensemble for 2 ns. The laser region extended from 50 to 200 nm (see Fig. 3.1) and its
temperature was set at 1750 K. The temperature of the substrate was set at Tsub. Note
that, in the central part of the sample, atoms evolved freely as their equations of motion
were integrated into the NVE ensemble. After 2 ns, the hot thermostat was removed but
the cold thermostat was kept until the end of the simulation. We considered 2 different
temperatures for the substrate: Tsub = 300 K and 1000 K, in order to consider two very
different gradients.

In model B, the system was first equilibrated at Tsub for 200 ps in the NPT (isothermal-
isobaric) ensemble, followed by another equilibration in the NVT ensemble for 100 ps.
After thermalization, the two extremities of the sample were thermostated as in model
A. The laser region was set at 1750 K whereas the substrate was set at Tsub for 2 ns.
Then the laser thermostat was removed and replaced by a temperature ramp corre-
sponding to cooling rates ranging from 75 K/ns to 750 K/ns (see Table 3.2 for more
details). The substrate thermostat was kept until the end of the cooling process. At
the end of the cooling ramp, which is when the whole system reaches the substrate
temperature, Tsub, the two thermostats were removed, and the simulation of the entire
system was carried out in the NVE ensemble. Six different temperatures of Tsub were
considered: 800 K, 900 K, 1000 K, 1100 K, 1200 K, and 1300 K.

parameter symbol MD Exp
bulk melting temperature Tm 1701 K 1728 K
solid/liquid interfacial energy γsl 284 mJ.m�2 364 mJ.m�2 [a]
bulk latent heat of fusion LV 3.052 109 J.m�3 2.35 109 J.m�3 [b]
heat conductivity κ 2.8 W.m�1.K�1 54.182 W.m�1.K�1 [c]
lattice parameter a(Tm) 0.35857 nm
cohesive energy Ni-fcc† E0( f cc) -4.45 eV
cohesive energy Ni-hcp† E0(hcp) -4.43 eV
atomic volume Ω = a(Tm)

3/4 11.55 10�30 m3

atomic mass m0 9.75 10�26 kg
molar volume liquid Vm(liq) 7.43 10�6 m3 [b]
molar volume solid Vm(sol) 7.13 10�6 m3 [b]
molar mass M 58.71 10�3 kg.mol�1 58.69 10�3 kg.mol�1 [b]
heat capacity Cp 655 J.kg�1.K�1 734.4 J.kg�1.K�1 [b]
density (solid) ρ = m0/Ω 8.46 103 kg.m�3 8.20 103 kg.m�3

heat diffusivity Dth = κ/ρ Cp 5.053 10�7 m2.s�1 89.97 10�7 m2.s�1

Table 3.1: Parameters of pure Ni computed with the EAM-09 interatomic potential (Purja and
Mishin [112]) and compared to experimental values or thermodynamic calculations ([a] esti-
mated in the review of Jiang and Lu [148] ; [b] Thermo-Calc; [c] Assael et al. [149]). Exper-
imental values are given for information only. Most of these values are discussed in Thurnay
[111]. Temperature-dependent parameters are evaluated at the bulk melting temperature Tm.
† Cohesive energies are evaluated at 0 K.
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Molecular dynamics simulations enable characterization of solidification processes by
means of thermal effects and nucleation. In order to evaluate quantities such as critical
nuclei, nucleation rate, or thermal fluxes, it is necessary to estimate structural param-
eters (lattice parameter), thermodynamic properties (melting temperature, solid/liquid
interfacial energy, latent heat of fusion, heat capacity, etc.) and thermal transport (heat
conductivity). For this purpose, we developed separate MD simulations (see Section
2.4.2 for more details). The parameters for Ni are reported in Table 3.1. The struc-
tural order of the Ni crystalline phase is fcc. The temperature evolution of the lat-
tice parameter a0 was evaluated, and its value at melting point, a(Tm), is reported.
The melting temperature was determined with the isothermal two-phase method. The
heating-cooling cycle procedure was used to obtain the other thermodynamic proper-
ties: the bulk heat of fusion LV and the heat capacity Cp (see Section 2.4.2). The heat
capacity, which is proportional to the slope of the relative dependence of the enthalpy
on temperature, was in good agreement with experimental data. Reasonable agree-
ment between experimental value and MD calculation was also obtained for the latent
heat of fusion. The huge discrepancy between the experimental and MD data for heat
conductivity can easily be understood if one considers that the conduction of heat ob-
served in this MD study with the classical potential accounts only for phonon transport
and does not account for electronic transport. In the present approach, phonon thermal
conductivity was computed with non-equilibrium molecular dynamics (NEMD) (see
Chapter 2.4.2 for details). In the case of our Ni system, the MD value led to an effective
characteristic length of heat conduction that was shorter than the real one by a factor
q

DMD
th /D

exp
th = 4.2. This can be considered as an asset in simulations because we can

investigate thermal effects on MD scales, which allows the refinement and validation
of existing theories and the development of new theories for nanoscale systems [150].
After the theoretical model has been refined, experimental values for material prop-
erties can be inserted to generate reliable predictions, which can be further validated
experimentally. In addition, such theoretical models solved analytically or numerically
are much more computationally efficient, which allows us to cover much greater length
and time scales, well beyond the MD capabilities. The solid-liquid interfacial energy
γsl was determined using the critical nucleus method [129]. Details are given in Section
2.4.2.

In AM, laser heating imposes dynamic temperature conditions that affect the solidi-
fication process. In order to understand their influence on microstructure formation,
we first considered the role of a temperature gradient between the solidified mate-
rial and the melt pool (model A). Next, we introduced the effect of global cooling
(model B).

3.2 Solidification under free cooling (model A)

After the complete melting of the upper region through laser heating, the system was
divided into 3 regions: a polycrystalline substrate from 0 to 20 nm maintained at Tsub,
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a melt pool at 1750 K (> Tm(Ni)), and a solid region between the two (middle region).
The resulting temperature profile at t = 0 ns, after the passage of the heat source, is
depicted in Fig. 3.2, showing that the steep temperature gradient in the solid part was
established between 20 and 80 nm. The abrupt decrease in the fraction of fcc atoms in
Fig. 3.2 corresponds to a solid/liquid interface. In the specific initial microstructure of
this simulation, the system was composed of three columnar grains at the interface, as
shown in the snapshot at t = 0 ns.

Figure 3.2: System (model A) with a substrate maintained at Tsub = 1000 K. (a) Temperature
profiles (solid lines) and the fraction of fcc atoms (dashed lines) at different moments in time.
(b) Snapshots of the system at 0, 4, and 8 ns.

After the release of the thermostat from the melt pool, solidification proceeded with
propagation of a planar solid/liquid interface in the z direction. We observed that the
melted region shrank while the solidified region increased. This progressively induced
a smoother temperature gradient in the solidified region. As one can see in Fig. 3.2,
the fraction of fcc atoms in the solid region is not strictly equal to 1 because of grain
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boundaries and point defects. Thus, the thickness of the front was measured as the
zone with a fraction of fcc atoms between 0.02 and 0.95, which never exceeded 10 nm.
The position of the solidification front, associated with the decrease in the fraction of
fcc atoms, was defined as the point where the fraction of fcc atoms is equal to 0.8.
This intersection corresponds to 1650 K, which is slightly lower than the melting point
of Ni (1701 K). The resulting position of the solid/liquid interface is plotted in Fig.
3.3 as a function of time for two distinct substrate temperatures of 300 K and 1000 K.
The crystallization velocity was found to be strongly dependent on the temperature
of the substrate but with common features, including a change in slope after some
time. By analyzing the regions with linear time dependence on the position of the
solid/liquid interface, we extracted the corresponding solidification velocities, listed
in Fig. 3.3. During a transient period (before 3 ns for Tsub = 300 K and 5 ns for
Tsub = 1000 K), the instantaneous velocities were larger than the stationary ones by
2.5-3 m/s. In the stationary regime, the solidification front velocities were reduced
to 11.5 m/s for Tsub = 300 K and 5.5 m/s for Tsub = 1000 K, suggesting a linear re-
lationship between substrate temperature and steady-state solidification front velocity.
Extrapolating the linear trend set by these two points to zero velocity would result in a
temperature of 1642 K, close to the melting temperature of Ni (1701 K).

Figure 3.3: Position of the solid/liquid interface as a function of time in the polycrystalline
system (Model A) with a substrate at 300 K and 1000 K.

Solidification in pure metals is entirely controlled by thermal processes [151]. In the
absence of convection, the latent heat of solidification released during solidification is
transported by conduction away from the solid/liquid interface. Conduction can take
place through either the solid or the liquid, depending on the temperature gradients at
the interface. For solid growth at a velocity v with a planar interface, the balance be-
tween heat flow through the solid, heat flow through the liquid, and latent heat released
at the interface reads

κsol Gs = κliq G`+ vLV (3.1)
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where Gs =
�

dT
dz

�

sol
is the local temperature gradient in the solid, G` =

�

dT
dz

�

liq
is the

local temperature gradient in the liquid, and LV is the latent heat of fusion. In Model
A, the liquid is superheated, and temperature gradients at the interface in the liquid and
the solid are both positive. If we assume that thermal conductivity is very similar in
the liquid and in the solid κsol = κliq = κ , eq. (3.1) gives an estimate of the velocity
v:

v =
κ

LV
[Gs �G`] (3.2)

Since the local gradient in the melt pool is weak, the velocity mainly depends on the
temperature gradient in the solidified region. The relationship (3.2) explains why the
velocity is greater at the beginning of the solidification process when the gradient is
steeper (see Fig. 3.3). We also understand why the crystallization velocity increases
for decreasing substrate temperatures, since the temperature gradient is larger in this
case.

In MD studies, the crystallization velocity is usually estimated at constant temperature
using the two-phase method [112]. The crystallization velocity as a function of tem-
perature and interface orientation was evaluated using this method (see Section 2.4.2).
The velocity depends on the orientation of the Ni interface: v(001)> v(101)> v(111)
and the degree of undercooling. The difference in velocity as a function of orientation
becomes smaller as it approaches the melting temperature. In the case of directional
solidification, investigated in the present work, we estimated the solidification velocity
as a function of orientation in the case of an initial system composed of a single grain.
The velocity was almost the same for the three orientations: v(001)⇠ v(101)& v(111).
This is not surprising because the solid/liquid interface corresponds to a temperature
value close to melting point. It is also supported by the fact that the velocities measured
in the polycrystalline samples (see Fig. 3.3) are in the same range as the crystallization
velocity measured by the two-phase method between 1600 K and 1700 K. It is also
important to note that the interface (111) was the least mobile and, thus, was not con-
sidered in our polycrystalline sample, as crystal rotations around the direction [010]
did not allow us to establish such an interface. The crystallization velocity in the case
of directional solidification (model A) in polycrystalline samples is fixed by the tem-
perature gradient rather than by the temperature value at the solidification front or by
the grain orientation. This observation corroborates the fact that the front remained flat
in the case of a polycrystalline system.

3.3 Solidification under imposed cooling rate (model

B)

In Model B, a progressive global cooling was imposed in order to mimic the ther-
mal conditions experienced during AM. As in the previous model, A, the system was
composed of a substrate maintained at a given temperature, Tsub, a melt pool, and a
solidified region between the substrate and the melt pool (middle region). Both the so-
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Tsub (K) α (K/ns) morphology t1 (ns) t2 (ns) ∆T (K) ∆Lz (nm)
800 750 C+E 1.27 1.00 551 61.5

375 C+E 2.53 1.73 527 47.8
250 C+E 3.8 2.55 525 27.8

900 375 C+E 2.27 1.60 527 55
1000 750 C+E 1.00 0.84 545 79.4

375 C+E 2.00 1.57 528 60.9
250 C+E 3.00 2.34 530 39.4

187.5 C+E 4.00 2.99 522 34.4
150 C+E 5.00 3.72 520 15.4
75 C 10.00 - - -

1100 375 C+E 1.73 1.50 533 66.1
1200 375 C+E 1.47 1.46 528 70.9
1300 750 C+D 0.6 - - -

375 C+D 1.2 - - -

Table 3.2: Summary of MD results for Model B as a function of the temperature of the
substrate Tsub and the cooling rate α expressed in K/ns. The morphology is named ’C’ for
columnar grains, ’C+E’ for columnar and equiaxed grains, ’C+D’ for columnar and dentrites;
t1 is the time at which cooling ended, t2 is the time at which the first nucleus appeared, ∆T is
the degree of undercooling at which first nucleation appeared, ∆Lz is the width of the zone with
equiaxed grains.

lidified and melted regions were affected by the progressive cooling. Two parameters
define the thermal conditions: the temperature of the substrate, Tsub, and the cooling
rate α measured in K/ns. All the conditions considered in the present work are reported
in Table 3.2.

The temperature profile and the associated fraction of fcc atoms are depicted in Fig.
3.4 at different times for Tsub = 1000 K and α = 375 K/ns. Time t = 0 ns corre-
sponds to the time at which the heat source was released. We observed a solidified
region ranging from 15 to 85 nm between the substrate and the solidification front.
The solidification front separating the solid and liquid regions was located at 1650 K,
close to the melting point. A temperature gradient of about 8.75 K/nm was established
in this solid region, whereas most of the liquid region was at the melting tempera-
ture of Ni. Because of the imposed cooling, the liquid went from a superheated to
a supercooled state. The temperature profile at 0.8 ns showed a peak reflecting the
exothermicity of the solidification process, whereas most of the liquid region was at a
temperature lower than the melting point of Ni. The solidification front was located
precisely at the peak of the temperature front. From 0.8 ns to 1.6 ns, the solidification
front propagated forward, resulting in columnar grain growth. At 1.6 ns, a small peak
of fcc phase was observed in the liquid region, reflecting the appearance of a nucleus of
crystalline phase. At 2 ns, the exothermic peak in the temperature profile was less pro-
nounced because of the homogeneous nucleation and growth of the crystalline grains,
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Figure 3.4: System (Model B) submitted to a cooling rate α = 375 K/ns with a substrate
maintained at Tsub = 1000 K. (a) Temperature profiles (solid lines, left axis) and fraction of
fcc atoms (dashed lines, right axis) at different times during the global cooling. (b) Snapshots
of the sytem at 0.3, 1.6, 2, and 2.4 ns. Color coding: fcc atoms are in green, hcp in red, and
unknown/liquid atoms in light gray.

increasing the overall temperature in this previously liquid region. After 2.4 ns, the
upper region was completely filled with randomly oriented and randomly distributed
Ni grains. By comparison with model A, the cooling imposed in model B induced a
drastic change in the microstructure, with the coexistence of columnar and equiaxed
grains (see Fig. 3.4b).

In the case of a substrate at Tsub = 1000 K, the influence of the cooling rate α was
evaluated to be in the range of one order of magnitude from 75 K/ns to 750 K/ns. We
observed that the cooling rate modified the time at which the first nucleus appeared
(t2 in Table 3.2). The higher the cooling rate, the faster nucleation occurred. Conse-
quently, the zone of equiaxed grains ∆Lz was thicker for greater cooling rates. The
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position of the solidification front as a function of time is reported in Fig. 3.5. The typ-
ical curve is convex, in comparison with Model A (see Fig. 3.3). This means that the
instantaneous velocity progressively increased with the degree of undercooling of the
melt pool. Furthermore, greater cooling rates correspond to faster solidification. Af-
ter first nucleus appearance (black diamond in Fig. 3.5), columnar grain solidification
ceased in favor of equiaxed grains.

Figure 3.5: Position of the solid/liquid interface as a function of time for a substrate at 1000 K;
different cooling rates are shown as solid lines (left axis). Local temperature gradients in the
solid Gs and the liquid G` around the solidification front at a cooling rate of 375 K/ns are shown
as dash-dotted and dashed lines in blue, respectively (right axis).

The only difference between model A and model B was the imposed cooling rate.
In model A, the solidifiaction developped in a superheated fluid and the front kept
its planar shape. In contrast, in model B, the solid grew in a supercooled liquid and
the heat was conducted away from the front in the liquid due to the negative gradient
G` < 0, as shown in Fig. 3.5, in the case of a cooling equal to 375 K/ns. Equation (3.1)
still holds and the velocity reads

v =
κ

LV
[Gs + |G`|] (3.3)

The negative temperature gradient in the liquid G` significantly decreased until it
reached a minimum when the first nucleus appeared. This observation explains why
the instantaneous velocity increased during the associated solidification stage. After
that stage, the heat released by the formation of solid grains in the liquid thwarted the
cooling, which became less efficient. In Fig. 3.4 at t = 2 ns, we noted that the peak cor-
responding to solidification was less pronounced, when compared to previous times.
Each grain formation released heat in the liquid region and, consequently, the melt
pool temperature increased. Figure 3.6 shows the instantaneous solidification front ve-
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Figure 3.6: Instantaneous velocity as a function of time for different Tsub and different cooling
rates α .

locity of columnar grains in representative cases of Table 3.2. For a given cooling rate
(α = 375 K/ns), the substrate temperature, Tsub, has a limited impact on front velocity.
This is due to the fact that Gs in eq. (3.3) is the local temperature gradient evaluated
on the left side of exothermic peaks (see Fig. 3.4a) rather than the global temperature
gradient established in the solidified region. In the case of columnar and equiaxed
grain microstructure, velocity increased as a function of time. This is related to the
increase in magnitude of the temperature gradient in the liquid G` during cooling. The
increase in v is thus more pronounced for greater cooling rates. Due to the formation
of equiaxed grains in the melt, the front associated with columnar grains either stopped
or slowed down before stopping. For a very low cooling rate (75 K/ns), the velocity
was almost constant over 4 ns before a slight increase. The front reached the system
edge before the degree of undercooling (∆T = Tm � T = 450 K) was sufficient for
homogeneous nucleation.

The crystallization velocity is also a function of the degree of undercooling (see Section
2.4.2 for more details):

v = K
Tm �T

T
exp

✓

� Q

kBT

◆

(3.4)

According to eq. (3.4), the velocity increases as a function of the degree of undercool-
ing Tm �T . In contrast, the formation of equiaxed grains, which occurred at around
the same degree of undercooling (500-600 K) for all systems (see Table 3.2), led to a
drastic change in the local temperature gradient due to the release of heat associated
with nucleation. The nucleation provoked a slowing down of the velocity at a char-
acteristic time corresponding to the target degree of undercooling. As a consequence,
the local temperature gradient in the liquid reached about the same minimum value
(-20 K/nm) whatever the cooling rate or substrate temperature (see Fig. 3.5). The ve-
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locity at columnar-to-equiaxed transition was in the range of 60-65 m/s, corresponding
to this specific degree of undercooling.

During the propagation of solidification from 0 to 1.6 ns, the front progressively lost its
planar shape, developing a characteristic rounded grain shape at the interface. This is
also reflected by the greater thickness of the front. We observed a typical microstruc-
ture of columnar and equiaxed grains for most of the parameters considered, except
for a high substrate temperature value (see Table 3.2). Homogeneous nucleation began
when the degree of undercooling of the melt pool reached a value in the range 500 K-
600 K, whatever the substrate temperature Tsub and the cooling rate α . Is it possible to
interpret this observation in terms of Classical Nucleation Theory (CNT)? In CNT, the
rate of homogeneous nucleation I reads [45]:

I = I0 exp
✓

� A

T 3(∆T )2

◆

(3.5)

with

A =
16πγ3

SLT 4
m

3kBL2
V

(3.6)

where I0 is a coefficient that depends on the interface temperature and free energy.
The factor A is a constant that depends on the solid-liquid surface energy and latent
heat of solidification. The normalized rate I/I0 is plotted in Fig. 3.7(a) as a func-
tion of the degree of undercooling for the parameter values corresponding to the MD
simulations (see Table 3.1). The nucleation rate strongly depends on the degree of
undercooling. No nucleation was expected below ∆T = 500K. The critical tempera-
ture Tcr corresponds to the maximum of the nucleation rate: Tcr = 3Tm/5 = 1026 K,
i.e. ∆T = 684 K. This estimate is in good agreement with the range of undercooling
where nucleation was observed in MD simulations. The experimental estimate is that
the critical nucleation temperature is between 0.5 and 0.6 times the melting tempera-
ture.

According to CNT, the critical radius r⇤ of a spherical nucleus depends on the degree
of undercooling ∆T = Tm �T :

r⇤ =
2γsl

Lv

Tm

∆T
(3.7)

The corresponding number of atoms in a critial nucleus is

N⇤ = 4⇥ 4π

3
r⇤3/a3

0 (3.8)

where the factor 4 stands for the number of fcc atoms/unit cell. In simulations, the
degree of undercooling ∆T , at which nucleation appears, is in the range 500-600 K. The
critial radius r⇤ is thus between 0.66 nm and 0.75 nm, corresponding to N⇤ between 100
and 160 atoms. The critical radius predicted by CNT with MD parameters is plotted
in Fig. 3.7(b) for the degree of undercooling corresponding to the appearance of the
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(a) (b)

Figure 3.7: Normalized nucleation rate I/I0 (eq. (3.5)) (a) and critical radius (b) as a
function the degree of undercooling.

first nucleus. We note that the critical nucleus is almost the same in all simulations
and smaller than the size of the simulation box along the y axis, thus avoiding any
simulation artifacts.

Figure 3.8: Cluster analysis: number of clusters, mean cluster size, and size of the largest
cluster as a function of time. Size is measured in terms of the number of atoms in the cluster.

Nucleus formation dynamics is of primary importance in the final microstructure after
solidification. In order to describe the dynamics, we analyzed the instantaneous system
state at different times after the first nucleation during the growth process. Nuclei
were identified by deleting all non-fcc/liquid atoms and then using the cluster analysis
available in Ovito. A nucleus is defined here as a set of connected atoms, each of
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which is within the reach of the other atoms in the same cluster. The cutoff distance
was set at 2.5 Å, which is the distance between nearest neighbors in the fcc structure.
The results are presented in Fig. 3.8. From 1.6 ns, the number of clusters increased,
reaching its maximum at 1.8 ns. A maximum of fifteen clusters was observed. Note
that the number of clusters does not correspond to the rate of nucleation (eq. (3.5)): it
corresponds to the cumulative nucleation rate minus the clusters that disappeared due
to coalescence. The mean cluster size remained lower than 5000 atoms. It corresponds
to small clusters that are larger than the critical size. Note that the critical nucleus size
decreases during system cooling, which ends at 2.5 ns (see eq. 3.7). We also followed
the size of the largest cluster. At the very beginning, there is competition between
clusters of similar size and the largest one may differ from time to time. At 1.75 ns,
the largest cluster was clearly identified. It grew significantly because of adhesion
of Ni atoms that diffused in the liquid and came into contact with existing clusters.
After 1.8 ns, the number of clusters decreased following coalescence between isolated
clusters or with columnar grains. Coalescence was associated with an increase in mean
cluster size. Fluctuations in cluster numbers correspond to a detach/attach process
between 2 or more adjacent grains. After 2 ns, the number of clusters decreased and
their mean size stabilized. During the growth process of equiaxed grains, columnar
grains extended in the direction of solidification (z > 0), but their growth progressively
slowed due to the growth of equiaxed grains. Fluctuations in the size of the largest
cluster reflect the attachment/detachment of the grain with columnar grains. At 2.3 ns,
all grains were connected. At 2.5 ns, most of the system was solidified, with the
coexistence of columnar and equiaxed grains. Grain boundaries were occupied by
atoms with no well-defined structure (termed unknown atoms) and can be considered
disordered grain boundaries.

Figure 3.4b shows that nuclei appeared randomly in the melt. In the front view pro-
vided by the snapshots, we first see the formation of round nuclei. These initial critical
spherical nuclei (r < 0.7 nm) grew in the form of disks due to their extent being limited
in the y direction. Each grain is made of fcc (green) and hcp (red) atoms. As the differ-
ence in cohesive energy per atom for fcc and hcp is very small (less than 0.03 eV; see
Table 3.1), any thermal fluctuation may cause the formation of hcp Ni atoms, leading
to the formation of nanotwinned grains.
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Figure 3.9: System (Model B) submitted to a cooling rate α = 375 K/ns with a substrate
maintained at Tsub = 1300 K. (a) Temperature profiles (solid lines, left axis) and fraction of fcc

atoms (dashed lines, right axis) at different times during global cooling. (b) Enlarged view of
temperature profiles (solid lines, left axis) and fraction of fcc atoms (dashed lines, right axis)
restricted to the bottom and tip of the protrusion, at 5 ns. The slice over which spatial binning
was calculated is shown in the snapshot (c) Snapshots of the system at 0.4, 2.2, 3, and 5 ns.
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Let us now consider the case of a substrate at 1300 K (see Fig. 3.9). Here we con-
sidered a system twice as long in the z direction (Lz = 426 nm). At t = 0 ns, laser
heating was removed, and the region ranging from 50 nm to 400 nm was submitted to
a cooling rate of 375 K/ns. The temperature profile at t = 0.4 ns depicted in Fig. 3.9a
corresponds to a liquid region at 1600 K and a solid region submitted to a temperature
gradient. The limit between the solidified region and the liquid pool is delineated by the
abrupt decrease in the fraction of fcc atoms. In about 1 ns, the melt pool cooled down
to the substrate temperature Tsub = 1300 K. This corresponds to an undercooled melt
pool. The degree of undercooling ∆T = 410 K did not allow spontaneous nucleation
(see Fig. 3.7a). The nucleation rate is almost zero, contrasting with the formation of
nuclei observed for a substrate temperature at 1000 K. When cooling ended, the system
evolved into adiabatic conditions (NVE ensemble). Figure 3.9a depicts the tempera-
ture profiles and fraction of fcc atoms at different times under these specific conditions.
At 1.4 ns, the temperature peak due to the release of latent heat was evacuated into the
solid and liquid parts. At 2.2 ns, this peak became higher, while the temperature gra-
dient in the solidified region became smoother. For later times, this tendency became
more pronounced, with a smooth gradient in the solid part and a sharp one in the liquid
around the solidification front.

In solidification theory [151], it is well known that when a solid grows in an under-
cooled liquid, a planar solid/liquid interface is unstable. At 2.2 ns, we observed that
protrusions located in the central columnar grain developed at the interface to form a
cellular structure with fingers (snapshot in Fig. 3.9). At later times (for instance, 3 ns
and 5 ns), these fingers extended, with a marked bottom and tip. In Fig. 3.9b, we plot-
ted the temperature profiles and the fraction of fcc calculated in a slice containing the
tip or the bottom of the finger. A striking fact is that the thickness of the solidification
front between the tip and the bottom increased significantly between 3 and 5 ns. In
Fig. 3.9b, we see that the heat released at the tip can only be conducted in the liquid
(Fig. 3.9b - circle in red) when the local gradient is very steep. Local temperature
Ttip ⇠ 1450 K is lower than the melting point. The heat released at the finger bottom
is conducted in both solid and liquid parts. The local temperature Tbottom ⇠ 1698 K is
close to the melting point, Tm (Fig. 3.9b - circle in red). The positions of the tip and
the bottom are plotted as a function of time in Fig. 3.10(a). As expected, the velocity
of the tip vtip is greater than that of the bottom: vbottom. The difference in position be-
tween the tip and the bottom increases as a function of time, indicating the progressive
extent of the fingers observed in the snapshots. Heat is conducted away from the tip
in the liquid, due to the local steep temperature gradient in the liquid part. Due to the
Gibbs-Thomson effect [151], the solidification velocity at the tip reads

vtip =
κliq

LV

1
r

∆T0
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(3.9)

where ∆T0 is the degree of undercooling, r⇤ is the corresponding critical radius, and r

is the characteristic size of the tip. Given the parameters (see Table 3.1), the theoretical
value of the tip velocity is given in Fig. 3.10b. The measured value of the tip is close
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(a)
(b)

Figure 3.10: (a) Position of the finger tip and bottom as a function of time. (b) Theoretical
estimate of tip velocity as a function of the characteristic size of the finger (see eq. 3.9).

to 50 m/s, corresponding to a characteristic size of 6 nm, in good agreement with our
simulations.

As shown in Table 3.2, the microstructure observed after solidification depends on
both substrate temperature, Tsub, and cooling rate, α . The value of Tsub modifies the
steepness of the temperature gradient in the solid region between the substrate and the
solidification front. This temperature gradient becomes smoother as the solid/liquid
interface moves forward. In addition, since Tsub is the temperature of the melt pool after
completion of cooling, its value gives the degree of undercooling. In the case of low
values, Tsub  1200 K, the final structure corresponds to the coexistence of columnar
and equiaxed grains. For values Tsub � 1300 K, we observed columnar grains and the
development of protrusions associated with solidification front instability. In this case,
the degree of undercooling was never high enough for homogeneous nucleation, since
the rate of homogeneous nucleation is almost zero.

3.4 Summary

Molecular dynamics (MD) simulations were used to provide in situ observations of
solidification during additive manufacturing (AM). The thermal conditions to which
the system is submitted during AM are dynamic. The temperature gradient between
the solidified region and the melt pool is constantly evolving. Thus, conduction of heat
away from the solid/liquid interface takes place in non-stationary conditions. In ad-
dition, thermal radiation and convective cooling of the melt pool induce a progressive
cooling of the liquid region. Molecular dynamics simulations allow us to reproduce
these conditions in a nano-box system corresponding to the close vicinity of the solid-
ification front.

We first analyzed the case of directional solidification in a non-stationary temperature
gradient. The steepness of the temperature gradient is directly related to the substrate
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temperature Tsub. A low Tsub value increases the temperature gradient in the solid
region (Gs), leading to rapid propagation of the solid/liquid interface in the direction
of the gradient. The heat release by conduction in the solidified region determines the
front characteristics (velocity and stability). The microstructure is a typical columnar
structure. The solid/liquid interface remains flat, expect at grain boundaries, where
grain boundary grooving was observed.

When the cooling of the melt pool is taken into account, the situation is completely
different. Heat is conducted away from the interface in both solidified and melted re-
gions, leading to an intrinsically unstable solid/liquid interface, with the development
of rounded columnar grains. In addition, when the undercooling induced by the cool-
ing was sufficient, we observed spontaneous nucleation of seeds in the melt pool and
growth of equiaxed grains. These randomly oriented grains impede further propagation
of columnar grains.

The faster the cooling, the faster the equiaxed grains appeared, leading to a large region
with equiaxed grains. The propagation velocity of columnar grains is directly related
to the temperature gradients from either side of the interface, in the solid (Gs) and liq-
uid (Gl) regions. A greater cooling rate promotes the propagation of columnar grains
by increasing their velocity. So the same operating parameter (cooling rate) influences
the two competing solidification modes (directional solidification and homogeneous
nucleation). The maximum degree of undercooling ∆Tmax depends on the substrate
temperature: ∆Tmax = Tsub �Tm. If ∆Tmax is not in the appropriate range, the nucle-
ation rate vanishes. In this case, the columnar grains continued to grow, but thermal
instability led to grain fingering, very similar to dendrite formation.

Although the length scale is nanometric, molecular dynamics simulations reproduce
the complex behavior associated with solidification during additive manufacturing.
With complementary simulations, we were able to evaluate the structural and ther-
modynamic parameters of Ni associated with the EAM potential [112]: latent heat of
fusion, solid/liquid interfacial energy, heat conductivity, etc. (See Section 2.4.2). This
study allowed us to compare the behaviors at nanoscale to those expected in the frame-
work of the classical solidification theory. The main conclusion is that predictions of
the solidification theory of pure metals still hold at the nanoscale. Another interesting
conclusion of the present work is the observation of CET in a pure metallic system.
Here, the CET is driven exclusively by thermal conditions. The next step is to consider
systems with inoculants in the melt pool, in order to further control the CET, as is
usual in experiments. In addition, through the detailed characterization of relevant pa-
rameters, we could consider supplementing this study with simulations at mesoscopic
scales [152, 153].



Chapter 4

Mechanical activation of metallic

powders and reactivity of activated

nanocomposites

We proposed a description, at the atomic level, of a mechanical treatment on a mix-
ture composed of two metallic powders. We used Molecular Dynamics to simulate the
very first impact of grinding balls involving compaction and plastic deformation. Two
binary mixtures were considered: Ni-Al and Ti-Al, in order to assess the influence of
the mechanical and structural properties of these pure elements on the characteristics
of the activated mixture. We observed the formation of nanometric mixing zones over
deformation steps. The effects induced by the mechanical treatment were found to be
specific for each binary system, and depended on both the mechanical and structural
properties of the pure elements. Mechanical activation induces solid-state solubility,
structural transformations, and defects. In this chapter, we evaluated reactivity and
transport properties at different temperatures in Ni-Al and Ti-Al nanocomposites fabri-
cated by mechanical activation. We assessed the extent of their mixing zones, together
with solubility, mobility, and the formation of intermetallics within these zones.

4.1 Details of the simulations

The equations of motion of the atoms were integrated with a timestep of 1 fs. As shown
in Fig.4.1, we studied the mechanical deformation of a parallelepipedal simulation
box filled with rounded particles1. The typical box size was 58.6 nm x 58.6 nm x
16.8 nm. To build this initial system, we randomly distributed 12 spheres of 16.6 nm
diameter in the middle plane of the simulation box. Each sphere was filled with either
a monocrystalline or polycrystalline metal. The polycrystalline systems were obtained
by Voronoï tessellation [144, 147]. The EAM potentials developed for the Ni-Al and

1Here, "particle" means powder particle
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Figure 4.1: Simulated system. Initial state with fcc-Ni and fcc-Al polycrystalline particles
(left). System elongated along the y-direction after deformation (right).

structure Exp. Tm (K) Sim. Tm (K) Exp. Ttr (K) Sim. σ (GPa) Exp. H (HV)
Al fcc 933 1055 [112] 8.0 [112] 18

870 [92] 6.6 [92]
Ni fcc 1728 1710 [112] 19.4 [112] 60
Ti hcp ! fcc 1713 1531 [92] 1155 14.8 [92] 99

Table 4.1: Structural, thermodynamics and mechanical properties: Structure of pure elements
at ambient temperature; Melting temperature Tm of pure elements: Experimental value and
theoretical value corresponding to the specific potential; Experimental value of the transition
temperature Ttr; Simulated tensile strength, σ ; Experimental value of hardness, H.

Ti-Al systems are designed by Purja Pun et al. [112] and Zope et al. [92]. The total
number of atoms for the Ti-Al and Ni-Al polycristalline systems are 1658148 and
2110942, respectively. Moreover, the mole fraction (i.e. N(Ni)/N(Al) or N(Ti)/N(Al))
is 52 at.%. The properties of the elements are summarized in Table 4.1.

The system was first equilibrated at 300 K by a run of 50 ps in the NVT (canon-
ical) ensemble followed by 50 ps in the NPT (isothermal-isobaric) ensemble. Af-
ter this preliminary step, the atoms are integrated in the NPT ensemble. In order
to mimic high-energy ball milling in which the average impact velocity of grinding
balls is typically between 2 and 14 m/s, the box was shrunk at the constant veloc-
ity of 13.17 m/s, corresponding to a compression rate of ε = 4.51010 s�1 along the
x-direction [132]. The length of the simulation box was fixed along the z-direction,
and adjusted along the y-direction by the Nose-Hoover barostat to maintain zero pres-
sure in the system. The system deformation was monitored by computing the relative
compression εxx = |∆L/L0|= |(L�L0)/L0|. In the following, we will use ε instead of
εxx, for simplicity. The system was deformed up to 80% of its initial length in 1.78 ns
before studying its reactivity at a finite temperature. The reactivity simulations were
carried out at constant temperature using the anisotropic NPT ensemble along all three
directions.
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The mechanical alloying observed during high-energy ball milling is necessarily re-
lated to the mechanical properties (e.g. Young’s modulus, hardness, and tensile strength)
of the elemental metal. Some of these properties can be evaluated by computing stress-
strain curves. Nevertheless, hardness calculations will require nanoindentation simula-
tions, which are complex and beyond the scope of this study. As a first approximation,
stress-strain curves give a rough estimate of the hardness [80] in a given binary by
using an empirical linear dependance, H ⇡ 3σ , reported between tensile strength and
hardness [154] (see Table 4.1)

The local environment (i.e. fcc, bcc, or unknown/amorphous) was determined for each
atom, with the adaptative Common Neighbor Analysis (a-CNA). In the initial configu-
ration depicted in Fig. 4.1, each atom was tagged with an indicator referencing its type
and local structure.

4.2 Effects of mechanical activation at the nanoscale

The system composed of nanometric particles of K and L (Ni-Al and Ti-Al) was sub-
jected to compaction and plastic deformation mimicking the action of grinding balls
during mechanical treatment. We focused on the 3D defects created by mechanical
activation, in particular mixing zones (MZs) where the two elements are in direct con-
tact (see Fig. 4.2) [80]. Mixing zones are of special interest because they could play
the role of precursor in subsequent alloying processes. We observed that the effect
of deformation depends both on mechanical properties and on the structural charac-
teristics of K and L. The main characteristics of mixing zones after deformation are
summarized as follows:

- In the Ni-Al system, both elements are fcc but Ni is harder than Al (HNi > HAl).
Mechanical treatment produces thick and amorphous MZs with an excess of
Al. The other crystallized atoms adopt the fcc-Ni lattice. In this case, the duc-
tile element adheres easily to hard particles, as in a wetting process. This is
corroborated by the high mobility of Al atoms that already occurs during the
compaction stage. After plastic deformation is completed, hcp planar defects
(stacking faults) are created in Ni particles.

- In the Ti-Al system, there is a considerable difference in hardness (HTi � HAl),
as in the Ni-Al system, but the elements have a different crystallographic struc-
ture (hcp-fcc). The consequences of mechanical treatment are very different in
comparison with the Ni-Al system. Mixing zones have a limited extent, with
only half of the atoms being amorphous, and a moderate excess of Al. Atom
mobility is limited, and occurs during the plastic deformation stage. Crystal-
lized atoms in MZs are fcc-Al, fcc-Ti, hcp-Al, or hcp-Ti. In other words, Al(Ti)
can adopt the original Ti(Al) structure. Aluminum atoms are stabilized when
they are in close vicinity to Ti atoms. This feature leads to the creation of fcc

seeds that could play the role of nucleus in the formation of an intermetallic.
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After deformation, fcc stacking faults (2D) and fcc regions (3D) are created in
Ti particles.

In the next section, the reactivity and transport properties at different temperatures in
Ni–Al and Ti–Al nanocomposites fabricated by mechanical activation are evaluated.
We assessed the extent of their mixing zones, together with solubility, mobility, and
the formation of intermetallics within these zones

Figure 4.2: Snapshots of a slice of 10 Å, around z = 100 Å after deformation (ε = 73 %):
(a) Ni-Al monocrystalline particles (b) Ni-Al polycrystalline particles (c) Ti-Al monocrys-
talline particles (d) Ti-Al polycrystalline particles.

4.3 Reactivity and mobility in activated powders

Two of the systems studied are reactive: Ti-Al and Ni-Al. Mechanical activation of
elemental powders was found to increase their reactivity [49, 78]. This result could
be attributed to the formation of premixed nanoclusters, nano-sized precursors and/or
defects, including amorphous and metastable regions. In order to understand the role
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of activation in reactivity, we studied the evolution of MZs in a temperature range close
to ignition temperature, together with atom mobility in MZs, and reactive mechanisms
as a function of microstructure.

4.3.1 Ti-Al system

Figure 4.3: (a) Evolution of the number of atoms (at.%) in MZs as a function of time, for
different temperatures. (b) Evolution of the number of fcc- and unk- atoms (at.%) in MZs at
T = 850 K. (c) T = 950 K. (d) T = 1100 K. The atomic percentage of atoms is relative to the
number of atoms in the entire system.

We first considered the Ti-Al activated system composed of polycrystalline particles
after a deformation of ε = 73%. The system evolution was investigated at tempera-
tures ranging from 850 K to 1150 K, in 50 K steps. For this purpose, the system was
heated up to the target temperature and simulations were carried out in the NPT en-
semble. We focused on MZs because they reflect the reactivity between pure elements.
The evolution of MZs as a function of time is represented in Fig.4.3a. The number of
atoms in MZs is 10 at.% after deformation. At low T , in the range (850 K - 950 K),
the number of atoms in MZs reached a plateau value in 5 ns. For larger T values, the
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number of atoms in MZs continued to increase slowly over the time scale considered.
Temperature was found to strongly influence the population in MZs. We must reach
temperatures close to 1150 K for the whole system to be mixed. We next analyzed in
detail the system at T = 850 K, 950 K, and 1100 K, on each side of the melting tem-
perature of the less refractory element (Tm(Al) = 870 K for the Ti-Al EAM potential
[92]). What is the reason for the increase in MZs? We expected partial or complete
amorphization of Al and diffusion of Ti in Al atoms, resulting in an increase in the
number of dissimilar close neighbors.

At T = 950 K (Tm(Al) < T < Tm(Ti)) and 10 ns, atoms in MZs represent more than
half of the system (nMZ = 55 at.%). Figure 4.3c shows the distribution of atoms ac-
cording to their local configuration and type as a function of time. The number of
unk-atoms sharply increased and reached a maximum at 4 ns with a majority of Al
atoms. After that stage, MZ reorganization took place. Some amorphous atoms of Ti
and Al progressively adopted an fcc-local configuration. The ratio between fcc-Ti and
fcc-Al in MZ, ξ f cc = N f cc(Ti)/(N f cc(Ti) +N f cc(Al)) = 0.28, is close to the typical
value required for the formation of the TiAl3 intermetallic (ξ f cc = 0.25). At 10 ns and
later, a majority of atoms in MZs were amorphous (uMZ = 65 at.%). We identified two
transformations:

- melting of Al and partial dissolution of Ti in liquid

- formation of the intermetallic phase TiAl3. Note that the D022 structure is based
on a face-centered cubic structure.

Alsol +Tisol ! Alliq +(Al +Ti)sol +TiAl3 (4.1)

A representative slice was chosen to analyze the local dynamics. Corresponding snap-
shots are given in Fig. 11. We identified the following characteristic behaviors at
950 K:

I After deformation, Ti particles are composed of hcp-Ti, fcc-Ti, and unk-Ti at in-
ternal grain boundaries (GB). Defects in hcp-Ti grains are fcc-Ti linear defects
(stacking faults). Aluminum particles lost their spherical shape and are composed
of fcc-Al and unk-Al in GBs. A few hcp-Al atoms correspond to defects in Al
grains.

II As the system temperature was increased to 950 K, we observed the rapid amor-
phization of Al surrounding Ti particles (0.2 ns). Titanium atoms at the particle
periphery started to dissolve. We noted that a small region of fcc-Ti promoted the
formation of fcc-Al in its vicinity.

III From t = 0.2 ns to 5.25 ns, we observed a progressive coarsening of hcp-grains
in Ti particles and disappearance of fcc-defects. Amorphous atoms in GBs ei-
ther became hcp-atoms or dissolved in the surrounding liquid. After 5.25 ns, the
transformation of unk-Al to fcc-Al accelerated in MZs.
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Figure 4.4: Snapshots of a slice of 40 nm in the y-direction and 10 nm in the x-direction:
system after deformation, system at 850 K, 950 K, and 1100 K, at different times.

IV At the end, Ti particles were surrounded by a few hcp-Al, a layer of fcc-atoms,
and a liquid solution of Ti and Al.

The final microstructure reflects the two processes described by (4.1).

We now analyze the behavior at 1100 K. In less than 2.5 ns, more than 50 at.% are
in MZs (Fig.4.3a), with a majority of amorphous atoms (Fig.4.3d). The snapshots in
Fig.4.4 (0.2 ns and 2.5 ns) depict the rapid dissolution of Ti in the liquid and the reorga-
nization of the Ti particles, with larger grains and reduction of fcc-defects. From 2.5 ns,
the number of atoms in MZs further increased, reaching 70 at.% at 12.5 ns (Fig.4.3a).
In Fig.4.3d, we noted that the number of fcc-Al increased continuously from 2.5 ns
to 12.5 ns, followed by a smooth increase in fcc-Ti atoms. The incoming atoms in
MZs are fcc-atoms with a ratio ξ f cc ⇠ 0.33 at 12.5 ns. A massive recrystallization of
TiAl3 around the Ti particle took place at 15 ns. At 1100 K, reactive dissolution and
formation of the intermetallic TiAl3 were both observed.

For the two temperatures above the melting point of Al, we observed the sponta-
neous formation of the intermetallic phase TiAl3. The solubility of Ti in the solution,
xMZ = 0.22 - 0.26, is independent of temperature. At 850 K, the situation is quite dif-
ferent. Because the temperature is below the melting point of Al, we did not expect a
global amorphization of Al atoms. A limited number of atoms (nMZ = 35 at.%) were in
MZs at 12.5 ns (Fig.4.3a). This result indicates limited reactivity at that temperature.
As shown in Fig.4.3b, the number of unk-atoms increased, reaching a maximum at
around 2 ns. The decrease in unk-atoms was followed by an increase in fcc-atoms; the
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ratio is 0.22 in amorphous phase and 0.35 in fcc-phase. The microstructures depicted
in Fig.4.4 show a transient amorphization of Al atoms around Ti particles. At 2.5 ns,
Ti atoms were either dissolved in unk-Al or substituted in the fcc-Al phase. At 10 ns,
the Ti particle mainly recovered its hcp-structure, with a thin layer of hcp-Al at the
periphery. Aluminum hcp-atoms correspond to atoms that occupy vacancies liberated
by outgoing Ti atoms. Dissolution operates as an exchange of Ti and Al atoms at inter-
faces. At the end, the particle was surrounded by an fcc solid solution, an amorphous
solution, and fcc-Al with defects.

Figure 4.5: MSD log-log plot for Al inside the MZs in the Ti-Al system (a) and in the Ni-Al
system (b) at representative temperatures. Log-log plots for Ti in the Ti-Al system and Ni in
the Ni-Al system are given in Supporting Information. Vertical lines delineate the 3 stages
observed in the system evolution (see text). Solid line corresponds to the time interval over
which diffusion coefficients are computed (see Table 4.2).

In order to study the mobility of atoms in MZs, we computed the mean square dis-
placement (MSD) of atoms in MZs as a function of time:

MSD =
1

NMZ

NMZ

∑
i=1

|~ri(t)�~ri(0)|2 (4.2)

where NMZ is the number of particles in the MZ,~ri(0) is the reference position of the
i-atom,~ri(t) is the atom position at time t. Note that the number of particles in MZs
increases as a function of time. The MSD log-log plot at different temperatures is de-
picted in Fig. 4.5a. Typically, a diffusion mode corresponds to a linear dependance:
MSD ⇠ t. Three characteristic slopes are observed in the MSD log-log plot that delin-
eate three stages in the system evolution (the very beginning up to 0.1 ns corresponds
to the suppression of voids between particles):
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T (K) 700 800 850 900 950 1000 1050 1100 1150 1200
Al/Ti-Al 0.78 1.35 1.97 2.07 2.46 2.71 3.02

Ti/Ti-Al 0.42 0.72 1.21 1.37 1.80 2.19 2.61

Al/Ni-Al 0.016 0.057 0.38 1.16 1.90 2.26

Ni/Ni-Al 0.015 0.061 0.45 1.36 2.29 3.05

Table 4.2: Diffusion coefficients ⇥10�9 (m2/s) in MZs for the Ti-Al system and the Ni-Al
system. Values corresponding to temperatures above the melting point of Al are in bold.

Al in Ti-Al Ti in Ti-Al Al in Ni-Al Ni in Ni-Al
Q low T 69.84 69.45 100.54 103.95
Q high T 20.32 36.08 18.86 31.76

Table 4.3: Diffusion activation energy (kJ/mol) for the Ti-Al system and the Ni-Al system
(eq. (4.3))

I First stage (⇠ 0.1 ns - ⇠ 2 ns): The MSD log-log plot is fitted by a straight line,
characteristic of a diffusion regime in MZs composed of unk-atoms.

II Second stage (2 ns - 8 ns): There is a change of slope and curve bending. This
reflects lower atom mobility associated with partial recrystallization in MZs.

III Third stage (after 8 ns): There is another change of slope corresponding to a
further slowing down of mobility.

Atom mobility can be directly related to the microstructure evolution of MZs depicted
in Fig. 4.3b-d. The first stage corresponds to the increase in unk-atoms in MZs. In the
second stage, the number of unk-atoms decreases in favor of fcc-atoms. In the third
stage, the microstructure of MZs does not evolve significantly.

The diffusion coefficients are estimated for the time interval [0.1 ns - 3 ns] prior to
recrystallization in MZs (Table 4.2). Figure 4.6 gives ln(D) for Ti and Al in MZs
as a function of 1/T . We noted two slopes associated either with high temperatures
(950 K - 1150 K) or with low temperatures (850 K - 900 K). The linear fit gives the
corresponding activation energies Q according to the Arrhenius law:

D = D0 exp
✓

� Q

RT

◆

(4.3)

where D0 is the prefactor and R the universal gas constant. The activation energies are
given in Table 4.3. Below the melting point of Al (850 K), the diffusion coefficient
is noticeably lower than at higher temperatures. The existence of two slopes observed
in Fig. 4.6 reflects the change of microstructure in the MZs, with a transition from an
amorphous system to pure liquid.

For purposes of comparison, the diffusion coefficients were evaluated with Dictra
(Thermo-Calc). The diffusion activation energy in pure liquid Al is 19 kJ/mol, close
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Figure 4.6: Plot of ln(D) as a function of 1/T for the Ti-Al system.

to the value measured in MD simulations. The diffusion coefficient of Ti in liquid Al
at 1100 K, with mole fraction x(Ti) = 0.2, is 3.4 10�9 m2/s, of the same order of mag-
nitude as the value measured in MD simulations at high temperatures. Note, however,
than this molar fraction is unrealistic in a system at equilibrium, due to the limited
solubility of Ti in Al liquid.

In an activated system, Ti solubility in Al is greater than at equilibrium, which actu-
ally enhances reactivity. Figure 4.7 depicts the location of Ti atoms that will later be
embedded in MZs. We identified Ti atoms in MZs at 2 ns (snapshot not shown), and re-
ported their positions in black on a snapshot at 0.06 ns. Two locations were identified:
internal grain boundaries and the external shell of the particle. Around the Ti particle,
we observed a dissolution front in the liquid. Inside the Ti particle, GBs expanded
with incoming Al and became channels for effective diffusion of Ti atoms toward the
liquid solution. The GB expansion weakened particle stability so that it fragmented
into small Ti-grains, which are more likely to dissolve. Both mechanisms promote the
dissolution of Ti beyond the expected equilibrium value.

4.3.2 Ni-Al system

We next considered the Ni-Al activated system composed of polycrystalline particles
after a deformation of ε = 73%. Mechanical treatment induces the formation of amor-
phous regions where atoms of Ni and Al are mixed, occupying 15 at.% of the entire
system. Mixing zones generally contain the same amount of Ni and Al. In order to



74 4.3. Reactivity and mobility in activated powders

Figure 4.7: Two detailed views of the snapshot after deformation (0.06 ns). Black atoms are
Ti atoms in MZs at 2 ns. (a) Visualization of Ti atoms in grain boundaries (b) Visualization of
Ti atoms in the external shell. Left: All atoms are represented with the color coding of Fig. 4.4.
Right: Ti atoms in MZs at 2 ns are shown in black.

investigate the reactivity of the activated system, the system evolution was studied at
temperatures ranging from 700 K to 1200 K, in 100 K steps. For this purpose, the
system was heated up to the target temperature, and simulations were carried out in the
NPT ensemble. The extent of MZs as a function of time is represented in Fig. 4.8a.
The mole fraction xMZ = NMZ(Ni)/NMZ expressed in at.% is given in Fig. 4.8b. The
behavior depends on temperature:

- At low temperatures (700 K and 800 K), the number of atoms in MZs (nMZ)
remained limited and did not exceed 22 at.% at 700 K and 30 at.% at 800 K.
The proportion of Ni in MZs measured by xMZ decreased as a function of time
(Fig. 4.9b). This result indicates that more and more Al atoms are in MZs. If we
compare the snapshot of the system prior to and after heating at 700 K (Fig. 4.9a
and Fig. 4.9b), we note a coarsening of Al grains and the creation of amorphous
regions around Ni grains with the mixing of Ni and Al atoms. As shown in Fig.
4.8c, MZs contained twice as much unk-Al as unk-Ni atoms.

- At an intermediate temperature (900 K, below the melting point of aluminum
Tm(Al) = 1055 K for the Ni-Al EAM potential [112]), the number of atoms in
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Figure 4.8: (a) Evolution of the number of atoms (at.%) in MZs as a function of time, for
different temperatures. (b) Evolution of mole fraction xMZ (at.%) in MZs (c) Evolution of the
number of unk-atoms (at.%) in MZs at T = 800 K and T = 900 K. (d) Evolution of the number
of bcc- and unk-atoms (at.%) in MZs at T = 1200 K. The atomic percentage of atoms is relative
to the number of atoms to the entire system.

MZs (nMZ) grew continuously up to 56 at.% at 10 ns because of the strong amor-
phization of Al atoms and subsequent dissolution of Ni in these amorphous re-
gions. At 10 ns and beyond, the mole fraction xMZ is stable and equal to 30 at.% .
Mixing zones almost completely replaced Al regions (Fig. 4.9c). Locally, seeds
of bcc-atoms nucleated around Ni particles.

- The behavior of the number of atoms in MZs is more or less the same at high
temperatures (1000 K, 1100 K, and 1200 K). The number of atoms in MZs (nMZ)
increased before reaching a plateau value. At 1200 K, almost 80 at.% of atoms
are in MZs. As shown in Fig. 4.8b, the mole fraction xMZ decreased abruptly
before reaching a minimum. First, Al melted and then Ni atoms progressively
dissolved in the liquid solution. Figure 4.8d shows the increase in the number of
unk-Al followed by the increase in unk-Ni in less than 2 ns. After 2 ns, the num-
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ber of bcc-Al and bcc-Ni started to increase with the formation of intermetallic
B2-NiAl. The number of unk-Al decreased slightly, while the number of unk-Ni
remained constant. This result indicates that unk-Al atoms in MZs transformed
into bcc-Al, and that unk-Ni atoms that became bcc-Ni were replaced in MZs by
incoming Ni atoms that dissolved in the liquid region. At 10 ns, the snapshot
(Fig. 4.9d) depicts shrinking fcc-Ni particles surrounded by a liquid solution
composed of Ni and Al. Disoriented B2-NiAl grains surrounded the Ni particles
and eventually formed a neck between particles. Grain boundaries progressively
disappeared inside the Ni particles. We suppose that internal GBs acted as chan-
nels for outgoing unk-Ni that were dissolved in the melt. The mole fraction of
unk-Ni in MZs is 0.34 at 10 ns, close to the expected equilibrium value.

Figure 4.9: Snapshots of the system (slice at x = 169 nm) after deformation (a), at 700 K (b),
900 K (c), and 1200 K (d) at t = 10 ns.

The mobility of atoms in MZs was studied for the temperature range (700 K-1200 K).
The MSD log-log plot is presented in Fig. 4.5b. At high temperatures (1100 K and
1300 K), we noted a diffusive regime followed by a slowing down of mobility, directly
associated with the formation of the solid B2-NiAl intermetallic. By contrast, at 900 K,
the diffusive regime was followed by an increase in atom mobility. This behavior is
actually associated with the polycrystallinity of Al particles: Al GBs played the role
of diffusion paths and thus enhanced atom mobility.

Diffusion coefficients were evaluated in the time interval [0.1 ns - 1 ns] prior to re-
crystallization. Results are summarized in Table 4.2, Table 4.3, and Fig. 4.9. At high
temperatures, above the melting point of Al, the activation energy is close to 19 kJ/mol
for pure Al liquid, the value given by Dictra (Thermo-calc) (D = 6.9510�9 m2/s at
1100 K). In the case of a liquid solution Ni + Al at 1100 K, the diffusion coefficient
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Figure 4.10: Plot of ln(D) as a function of 1/T for the Ni-Al system.

of Ni in the solution given by Dictra ranges from 110�8 m2/s to 210�8 m2/s, with
the mole fraction x(Ni) in the range [0 - 0.3]. In the MD simulations, the estimated
diffusion coefficient is smaller by one order of magnitude. Note that the melting tem-
perature given by the Purja and Mishin potential is 1050 K, which is 170 K higher than
the experimental value. This temperature difference will necessarily produce discrep-
ancies when computing diffusivities close to the expected melting point. In addition,
the discrepancy could be attributed either to the amorphous state of MZs, which oc-
curs prior to complete melting in the time range over which the diffusion coefficient
was estimated, or to the progressive dissolution of Ni into the liquid solution. At low
temperatures, the diffusion coefficient measured in MZs is of the order of 10�11-10�10

m2/s, larger than the characteristic value in the fcc solid phase 10�15-10�13 m2/s. This
higher diffusivity results from the almost completely amorphous atomic arrangement
of the Ni-Al MZs.

We observed three different behaviors as a function of temperature:

- At high temperatures (1000 K - 1200 K), aluminum was completely melted.
Large MZs with liquid solution (Ni+Al)liq were formed. Note that, at 1000 K,
the system behaved as if it were above the melting point of Al. The nanometric
size of MZs induces their melting.

- At low temperatures (700 K - 800 K), atoms diffused in the amorphous regions
formed around Ni particles. In this case, MZs can be considered as an amorphous
solid solution (Ni+Al)sol. Nevertheless, diffusion coefficients are larger than
values characteristic of a solid but of the typical order of magnitude of diffusion
in GBs.
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- At 900 K, below the melting point of aluminum, we noted an intermediate sit-
uation: extended amorphous regions in which Ni atoms diffuse more efficiently
than at 800 K but less than in a liquid phase.

It appears that mechanical activation induced increased reactivity below the melting
point of aluminum.

4.4 Summary

The mechanical treatment produces Ti-Al and Ni-Al nanocomposites whose reactivity
has been investigated in the present work. For this purpose, we focused on the evolu-
tion of mixing zones at different temperatures, just below and above the melting point
Tm(Al) of the less refractory element (here Al). We also quantified the mobility in MZs
by measuring the diffusion coefficients. The typical behavior can be summarized as
follows:

- For the Ti-Al system, MZs increase during annealing. Annealing leads to the
coarsening of Ti grains inside Ti particles, with suppression of defects and grain
boundaries. For T < Tm(Al), the reactivity is limited, with partial amorphization
of Al, formation of fcc solid solution, and dissolution of Ti in amorphous Al.
The diffusion coefficient prior to massive recrystallization corresponds to typi-
cal mobility in a dual-phase system: here, an amorphous phase. For T � Tm(Al),
the system is more reactive, with complete melting of Al, dissolution of Ti into
the liquid solution, and formation of the intermetallic TiAl3. The diffusion coef-
ficient prior to crystallization corresponds to a melt. The mechanical treatment
promotes the solubility of Ti in Al in comparison with equilibrium.

- For the Ni-Al system, annealing promotes broad MZs. The reactive behavior
is directly related to the temperature. For T < Tm(Al), the reactivity is limited.
Mixing zones remain narrow, with the dissolution of Ni in the amorphous solid
solution. The diffusion coefficient in MZs is of the same order of magnitude
as diffusion in grain boundaries. For T ⇠ Tm(Al), the reactivity is more pro-
nounced, with broader MZs composed of unk-Al and unk-Ni. The diffusion co-
efficient in MZs remains smaller than in a liquid. For T > Tm(Al), the activated
system becomes very reactive, with the full amorphization of Al. Mixing zones
extend over Al regions with effective dissolution of Ni into the liquid solution.
The intermetallic B2-NiAl is formed around the solid Ni particles. The diffusion
coefficient in MZs becomes close to that of a liquid.

Microscopic simulations provide an interesting tool to observe the effects of a mechan-
ical treatment, and to study the reactivity of nanocomposites fabricated by a mechan-
ical process. This work could be extended in order to take into account the activation
associated with the friction of sliding interfaces. It would be interesting to estimate
the efficiency of amorphization and chemical mixing, in the case where heat dissipa-
tion is taken into account. Another important issue is to understand the fragmentation
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process during HEBM. Alternative approach such as Extended Finite Element method
[155] could be undertaken to handle fracture and crack propagation at the mesoscopic
scale.



Chapter 5

Reactivity of Ti–Al reactive laminated

particles: Experimental study and

molecular dynamics simulations

In this chapter, we focused on the reactivity of the Ti-Al system in the case of reactive
laminated particles (RLPs) produced by high energy ball milling (HEBM), by com-
bining an experimental investigation and MD study. In the experimental part that was
performed by our collaborators, the aim is to detect the key aspects of the exothermic
reaction as the reaction onset temperature and the characteristic activation energy. In
the MD part developed during my PhD, the understanding of the reaction mechanism
is directly related to the question of phase transformations associated with the self-
propagating reactive wave. To handle this problem by means of molecular dynamics,
the atomic and microstructure evolution inside the stacked layers was simulated at a
fixed temperature. Two representative systems were prepared: a small system (refer-
ence system) and a thick system. Different initial temperatures close to the melting
temperature of Al were imposed for the same stoichiometry NTi/NAl ⇠ 3 with an ex-
cess of Ti. This allowed accurate description of reactive dissolution and crystallization
of intermetallic compound during the progress of the reaction.

5.1 Experimental study

Composite Ti/Al powders were produced by means of HEBM technique in the plane-
tary mill "Activator-2S" ("Activator", available at ISMAN laboratory inRussia), from
the mixture of Ti and Al elemental powders. The powders were placed in the steel
jars together with steel balls. Volume of the jar was 250 ml (filled with Ar at 4 bar),
diameter of the steel balls 6 mm, balls to mixture mass ratio 20:1, the rotation speed
of Sun-disc 200 rpm, milling time 120 min. After HEBM, the powder consisted of
bimetallic particles, where Ti flattened inclusions were embedded into Al matrix: thus,

80
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Al layers separated Ti islands in each bimetallic particle. Reactivity of the composite
powders were evaluated by heating up mini-pellets (3 mm in diameter, 0.3 - 1.0 mm
thick), consolidated from the composite powder, in Ar atmosphere, and measuring
reaction onset temperature Ti. Details of the methods were published earlier [52]. Mi-
crostructure and elements distribution inside the bimetal particles were studied using
SEM and EDS analyses. Basing on the Kissinger method [156], energy of activation
E was evaluated from the formula

ln
✓

b

T 2
i

◆

= const�E/(RTi) (5.1)

where b = dT/dt - heating rate, Ti - reaction onset temperature, R - gas constant.
We used Ti instead of the temperature corresponding to maximum reaction rate, Tm,
because, as distinct from differential scanning calorimetry, temperature in our exper-
iments increased very sharply after reaction initiation. Thus, value of Ti was close to
Tm, which allowed evaluation of E from eq. (5.1).

After HEBM, both metals (Ti and Al) formed bimetal particles (Fig. 5.1a). More
ductile metal Al forms matrix, where Ti layers (inclusions) have irregular shape. No
intermetallic phases were observed at the boundaries between Al and Ti (Fig. 5.1b).
At the same time, some intermixing of these two metals was revealed due to line-scan
mode of EDS microanalysis (Fig. 5.2). A typical microstructure of the intermixed ar-
eas looks similar to metastable phases that formed in the Ni-Al systems during HEBM
due to intense friction [64]. It allows us to assume that metastable phases (perhaps,
solid solutions) can be formed due to HEBM also in the Ti-Al system, which should
decrease temperature of the reaction initiation in this system.

Figure 5.1: Microstructure of the bimetal particle after HEBM (a) and boundaries between Ti
and Al layers (b). SEM, backscattered electrons. Dark phase is Al, white - Ti.

In order to measure the reaction initiation temperature, the mini-pellets were placed
in the h-BN crucible and heated up using carbon-strip heater with average rate from
18 K/s up to 119 K/s. Typical temperature-time profile of the process is shown in
Fig. 5.3. When the temperature of the sample achieved some value Ti, exothermal
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Figure 5.2: SEM and results of the EDS scanning along the line. Dark phase - Al, white - Ti,
grey - intermediate metastable phase.

reaction started and increased temperature sharply. The heating regime below Ti does
not follow strictly a linear law, however, average heating rate can be calculated for the
sake of rough approximation as

b =< dT/dt >= (Ti �T0)/ti, (5.2)

where Ti - the reaction onset temperature, T0 - initial temperature of the sample, and
ti - heating time. The carbon heater was switched-off in 1 second after exothermic
reaction initiation, and the sample cooled down.

The value of Ti increased continuously with increasing heating rate b (Fig. 5.4). Based
on these data, the Kissinger equation (5.1) was applied to evaluate activation energy of
the process:

E ⇠�R
d
⇥

ln(b/T 2
i )

⇤

d(1/Ti)
(5.3)

Two linear regions were appeared at the Kissinger plot (Fig. 5.5) that correspond to
the values of activation energy E1 = (28.4± 7.3) kJ/mol for higher temperature, and
E2 = (92.1± 14.4) kJ/mol for lower temperature regions. A transition point between
these two regions corresponds to a temperature of about 950 - 960 K, which is close
to the melting point of Al (933.5 K). Thus, we can assume that limiting stage of the
process changes, when Ti exceeds melting temperature of Al. Probably, under slow
heating conditions (smaller b), reaction has enough time to form some solid inter-
metallic product on the boundary between Ti and Al, which later limits the reaction
rate even after Al melts. At fast heating (larger b), no solid product appears, and the
reaction is limited only by diffusion in the melt, with small energy of activation.
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Figure 5.3: Temperature-time profile of the heating up and reaction in Ti/Al composite powder
sample measured with WRe5/WRe20 thermocouple.

Figure 5.4: Reaction onset temperature as function of heating rate.

Although the two measured values of E definitely indicate two different mechanisms
of interaction, it remains a challenge to reveal these mechanisms. Diffusion coefficient
and activation energy of Ti atoms in the Al melt are not available up to now. The activa-
tion energies of Ti and Al solid state diffusion in different phases of the Ti-Al systems,
such as α-Ti, β -Ti, Ti3Al, and TiAl, fall in the range 2.59-4.08 eV (250-394 kJ/mol)
[157]. These values are much higher than the values measured in this work. From
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Figure 5.5: Evaluation of activation energy in Kissinger coordinates.

the other hand, some experimental study of interfacial reactions in Ti/Al multilayers
during diffusion welding, shown that effective activation energy of diffusion decreases
dramatically with decreasing atomic fraction of Ti [158]. Thus, the activation energy
for diffusion in the TiAl phase was determined as 250 kJ/mol, while diffusion in the
TiAl3 phase had activation energy about 100 kJ/mol. Moreover, TiAl3 was a major
phase formed during the diffusion welding [158]. Recent works confirmed the lead-
ing role of TiAl3 in the interface reaction between Ti and Al below melting point of
Al [159, 160]. Measurements of the linear growth rate of TiAl3 layer in the tempera-
ture range 823 - 923 K gave activation energy 128.7 kJ/mol [160]. Since the forming
has polycrystalline structure with well-developed grain boundaries network [159], the
grain boundary diffusion must be also taken into account. Basing on to the normal
parabolic growth of the TiAl3 layer (which was the only phase appeared on the Ti/Al
boundary at 823-923 K), activation energy of 33.1 kJ/mol was obtained for the low
temperature grain boundary diffusion controlled growth, and 296.2 kJ/mol - for the
high temperature bulk diffusion controlled growth [161]. Overall activation energy of
76.8 kJ/mol was accepted for the whole region of the applied annealing temperatures.
It is worth noting that all these data were obtained using isothermal annealing method.
Comparison with our data measured at non-isothermal conditions allows assumptions
that the value of 92.1 kJ/mol corresponds to combination of solid-state bulk and grain
boundary diffusion, while 28.4 kJ/mol may correspond to grain diffusion solely or to
liquid phase diffusion in the Al melt. From analogy with other metallic melts, we
may expect that activation energy of diffusion in the Al melt is approximately 5 times
smaller that that for the solid-state diffusion [162]. The following MDS results allow
deeper insight in the mechanism of interaction.
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5.2 Numerical study

5.2.1 Design of the numerical experiments

The system was analyzed at the atomistic level using the EAM interatomic poten-
tial developed by Zope and Mishin in 2003 [92]. The potential of Zope and Mishin
was initially fitted for Al, α-Ti and γ-TiAl using extended experimental and ab-initio
databases and its transferability was then tested by considering other intermetallic com-
pounds (i.e., L10-TiAl, L12-TiAl3 and D022-TiAl3). A preliminary step consisted in
computing the melting temperature (see 5.1) using a classical liquid-solid coexistence
(two-phase) method [114]. Thermal expansion coefficient was also determined to char-
acterize the behavior of the system as a function of temperature (see Section 2.4.2).

z"

x" y"

Figure 5.6: Initial configuration of the simulated system with one slice of Al in between two
Ti layers. Al and Ti are shown as blue and red spheres, respectively.

In order to model the Ti-Al reactive interfaces in RLPs, a simplified bilayer Ti-Al-Ti
system was considered. The initial system (see Fig. 5.6), referred to here as the small
sample, is made of an inner layer of fcc-Al (7 atomic planes containing 10 188 Al
atoms) in between two outer layers of hcp-Ti (8 and 9 atomic planes each contain-
ing all together 31 280 atoms) with NTi/NAl ⇠ 3. The size of the simulation box is
Lx = Ly = 11.8 nm in the x-direction and Lz = 6 nm in the z-direction. The interface
is oriented normal to the [002] direction of the Ti layers and to the [111] direction
of Al layer. Periodic boundary conditions are applied in all directions. The empty
space around the Al layer allows the system to avoid any artificial constraint due to the
application of periodicity on the Al and Ti [163].

Both Al and Ti lattice parameters were determined as a function of temperature on
bulk systems. Hence, the Ti-Al-Ti system was created with the appropriate lattice
parameter corresponding to the initial temperature. The simulation is thermalized in
the canonical statistical ensemble (NVT) over 400 ps at the initial temperature using
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Melting temperatures (K) Cohesive energies (eV/atom)
metal/phase two-phase method other works experimental EAM potential vs. experimental

Al 870 870 933 3.36 / 3.36
Ti 1531 - 1941 4.85 / 4.85

1510 1494 1713 4.51 / 4.51
(D022) 1175 - 1388 4.02 / 4.06

Table 5.1: Melting temperatures and cohesive energies evaluated using the Zope and Mishin
EAM potential [92] and experimental values.

NTi/NAl ⇠ 3
sample Lx = Ly (nm) Lz (nm) Al atomic planes # atoms

Reference system 11.8 6.1 7 41 468
Thick sample 17.5 13.4 15 211 710

Table 5.2: Summary of the simulation details

a Nosé-Hoover thermostat (damping parameter of 0.1). The simulation is then carried
out in the microcanonical statistical ensemble (NVE) over more than 15 ns. NVE
simulation corresponds to adiabatic conditions: no external reservoir is interacting
with the system. This procedure allows us to observe the spontaneous dynamics of the
system that may imply a variety of elemental mechanisms. The time step to integrate
the equation of motions with a Verlet algorithm was fixed at 0.001 ps.

A thick sample was also considered (see Table 5.2). Initially, an inner layer of fcc-
Al with of 15 atomic planes (NAl = 51 230) was placed in between two outer layers
of hcp-Ti with 40 atomic planes each (NTi = 160 480) with NTi/NAl ⇠ 3. The size
of the simulation box is Lx = Ly = 17.5 nm in the x-direction and Lz = 13.4 nm in
the z-direction. The orientations of Ti and Al at interface was (002)/(111) as in the
previous simulations. The simulation procedure is in two parts:

- The system is thermalized in the NVT ensemble before the simulation in adia-
batic conditions (NVE ensemble).

- The system is then cooled down by step of 5 K in the NPT ensemble during
300 ps and the NVT ensemble during 100 ps. After each step, the simulation
is carrying out in the microcanonical ensemble (NVE) in order to observe the
spontaneous dynamics of the system. The cooling process begins at 1315 K and
ends at 1200 K.

Different indicators are used to follow the evolution of the system. The number den-
sity profiles along the z�axis gives a good indication of the crystallinity state and of
the local composition in Ti or Al in each slice. Well-defined peaks are associated
with a system structured in atomic planes. Each atom was labeled by two indices:
one associated with the chemical species (type) and one with its local lattice structure
(Ackland and Jone’s indicator, see Section 2.4.1). It is also useful to compute the po-
tential energy per atom, which is very sensitive to the local environment of a given
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atom. Global indicators were also followed during the evolution of the system: tem-
perature and the stoichiometry in the inner layer. The stoichiometry is defined as the
ratio ξ = NTi/(NTi +NAl).

5.2.2 Reference sample results

The reference system was prepared at different initial temperatures, close to the melt-
ing temperature of Al, Tm(Al) = 870 K (see Table 5.1). For initial temperatures below
the melting temperature of Al, the system remains stable. Just a small number of de-
fects appear in the inner layer. The stability of the interface is quite unexpected as
compared to prior works on Ni-Al system where exothermic phase transformations al-
ready appear in solid-state [163]. This is probably due to the very low misfit between
(002) Ti-plane and (111) Al-plane (see Fig. 5.7).

Figure 5.7: Atomic arrangement of Ti and Al at the interface.

For an initial temperature of 950 K, the situation is completely different. During the
thermalization at 950 K, the Al inner melts and wets the Ti-free surface. During the
simulation in adiabatic conditions, the temperature is followed as well as the fraction
(at%) of atoms in the different local configurations (fcc, hcp or unknown). The typical
shape of curves in Fig. 5.8 suggests that the dynamics of the system can be divided
into 4 stages:

I Just after thermalization, from t = 0.4 to 11 ns (stage I), the number of amorphous
atoms (unknown) and fcc atoms is more or less constant. Amorphous atoms cor-
respond to liquid atoms. The fcc-atoms are located at free surfaces or interfaces.
The temperature slowly increases up to 1050 K and ξ reaches 0.18.

II During stage II (from t = 11 to 12 ns), the number of hcp-atoms starts to decrease.
The temperature reaches 1100 K and ξ exceeds 0.2. This stage corresponds to a
rapid dissolution of Ti in the inner layer.

III The stage III is short (less than 0.2 ns, from t = 12.24 to 12.46 ns). More hcp-Ti
atoms disappear together with a sudden and short decrease in amorphous atoms.
This corresponds to a reorganisation of the inner layer in fcc atoms. The burst
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Figure 5.8: (a): Temperature T (scale in K, on the right) and number of atoms in at% (on the
left) as a function time (scale in ns). The number of atoms in fcc, hcp and unknown configu-
ration are represented. The different stages in the evolution are indicated by the dashed lines.
(b): Temperature T (scale in K, on the right) and stoichiometry (on the left) as a function time
(scale in ns).

in temperature is associated with the crysallization of the inner layer with a stoi-
chiometry around 0.23.

IV In the last stage (IV), the temperature reaches a plateau. Other indicators are
stable. The system is completely crystallized and its structure doesn’t changes
over time.

The number density profile at t = 0.4 ns in Fig. 5.9a shows the amorphization of Al
atoms in the inner layer due to melting. Although the temperature was larger than
the melting temperature of Al, the Al atoms remained arranged in layers close to the
interface. During the adiabatic evolution of the system, the Ti atoms invade the inner
layer as the stoichiometric factor ξ progressively increases while the Al are reorganized
in planes (see Fig. 5.9b). At the interfaces, the transient formation of a solid solution
(Ti+Al)ss was observed. Figure 5.9c demonstrates the recrystallization of the inner
plane (6 planes) with a well-defined ratio between Al and Ti atoms. This ratio is
slightly less than 0.25, the one expected for the formation of TiAl3. The Ackland and
Jones’ analysis shows formation of a fcc-like structure except a twin defect formed by
planes in hcp-like structure.

The increase in temperature is associated with two processes: the reactive dissolution
between Ti and Al and the spontaneous crystallization of a new phase. The reactive
dissolution plays an important role in the catalytic character of the reaction because an
increase in temperature favors further dissolution of Ti in Al. In this simulation, the
process of dissolution was interrupted by the phase transformation in an intermetallic
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compound. Indeed, the stoichiometry in the inner layer increases up to a plateau with
a value of 22 at% of titanium.

The phase transformation could be associated with an exothermic reaction giving rise
to the formation of a new compound. If we suppose that is formed:

3Al+Ti ! TiAl3 (5.4)

The energy balance expressed in terms of cohesive energies reads

1
4
[3⇥E0(Al)+E0(Ti)] = E0(TiAl3)+q (5.5)

where q = 0.30 eV is the excess energy released by the atomic rearrangement or, equiv-
alently, the formation energy of the compound TiAl3. The intermetallic TiAl3 is char-
acterized by a D022 structure at high temperature. But the potential developed by Zope
and Mishin [92] gives a very small difference between the two structures D022 and L12
of the TiAl3. The structure L12 is 0.001 eV/atom smaller than the structure D022. Ac-
cording to this observation, the distinction between these two structures can’t be really
established in the context of the simulation.

Another simulation was carried out with an initial temperature of 1000 K. The number
of atoms and the geometry remained the same. The system was created with the appro-
priate lattice parameter corresponding to 1000 K. As shown in Fig. 5.10, the dynamics
follows the four stages described previously. During stage II, the temperature rise is
even more pronounced. The dissolution is here more important and the stoichiometry
reaches a plateau value of 34 at% and a maximum temperature Tad = 1300 K. The
evolution towards the final temperature is done in a shorter time.

5.2.3 Thick sample results

In order to investigate the size effect, a thick sample was created at 1000 K. We per-
formed the same analysis as previously. In this case, Fig. 5.11a shows only 3 stages:
(I) slow increase in temperature and no configuration change, (II) rapid dissolution of
Ti in the inner layer and (III) saturation toward the adiabatic temperature. The disso-
lution of Ti in the inner layer produces a release of heat. The adiabatic temperature is
1315 K and the saturation of the liquid solution is ξ = 0.35 as shown in Fig. 5.11b.
No spontaneous crystallization was observed. After the NVE simulation in adiabatic
conditions, the inner layer is a liquid solution (0.35 Ti+ 0.65 Al)liq. Figure 5.12 at
t = 5 ns gives the number density profile and the corresponding snapshot of the system
during stage (I). Although the inner layer is Al liquid, a structural ordering close to
the interfaces was noticed. Figure 5.12 at t = 20 ns corresponds to the coexistence of
solid outer layers surrounding the liquid solution of Ti and Al. As shown in Fig. 5.12,
3.5 ns after the start of the cooling demonstrates the complete reorganization in atomic
planes with a constant ratio between Ti and Al in each plane. All atoms of the inner
layer have a fcc local configuration as proven in Fig. 5.11c.
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Figure 5.9: Number density profiles at t = 0.4, 12.24, 12.46 ns in the z-direction, perpen-
dicular to the interfaces. The dashed lines indicate the limits of the inner layer in the initial
configuration. Corresponding snapshots of the system. Position is measured in Angstroms.

Dissolution is the main process in the self-sustained character of the reaction in the
Ti-Al system. Above the melting point of Al, Ti dissolve in the liquid Al layer. Figure
5.13 gives the coverage of 4 planes below the lower interface. A similar behavior was
observed for the upper interface. The following features were identified:

1. The Ti atoms close to the interfaces leave the solid substrate more easily than
atoms located deeper. Nevertheless, the number of liquid atoms (marked as
amorphous atoms) doesn’t significantly increase.

2. The vacancies liberated by outgoing Ti atoms are occupied by incoming Al
atoms very quickly. Most Al atoms adopt a local fcc arrangement while Ti atoms
are becoming liquid. The Al atoms occupy substitutional positions in the first
atomic plane (# -1) below the interface.

3. The mobility of Al atoms is limited in outer layers because of the lack of local
defects and the inefficient diffusion in solid-phase. As shown in Fig.5.13, the first
plane below the interface is completely depleted by Ti atoms and progressively
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Figure 5.10: Initial temperature of 1000 K. (a): Temperature T (scale in K, on the right) and
number of atoms in at% (on the left) as a function time (scale in ns). The number of atoms in
fcc, hcp and unknown configuration are represented. The different stages in the evolution are
indicated by the dashed lines. (b): Temperature T (scale in K, on the right) and stoichiometry
(on the left) as a function time (scale in ns).

(a) (b) (c) 

Figure 5.11: Thick sample. Initial temperature of 1000 K. (a): Temperature T (scale in K,
on the right) and number of atoms in at% (on the left) as a function time (scale in ns) during
the heating. The number of atoms in fcc, hcp and unknown configuration are represented. (b)
Stoichiometry (on the left) as a function time (scale in ns). (c): Temperature T (scale in K, on
the right) and number of atoms in at% (on the left) as a function time (scale in ns) during the
cooling.

covered by Al atoms. Defects (vacancies and line defects) are created in plane
(# -1).

4. In about 10 ns, 50 at% of Ti of the first atomic plane below the interface are
dissolved. At 12 ns, the number of Ti reaches a minimum value. Remaining Ti
( < 20 at%) are located on the free surfaces.
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Figure 5.12: Number density profiles at t = 5, 20 ns in the z-direction, perpendicular to the
interfaces, and 3.5 ns after the start of the cooling. The dashed lines indicate the limits of the
inner layer in the initial configuration. Corresponding snapshots of the system. Position is
measured in Angstroms.

5. When the number of Ti in the plane (# -1) is significantly reduced, the second
plane (# -2) starts to be depleted and the number of Ti in the plane (# -1) increases
again and reaches a value of 32 at%. The dissolution process operates plane by
plane as shown in Fig. 5.13.

6. After the dissolution of 70 at% of Ti atoms in 3 planes, the system reaches a state
Tisol - (Tix + Al1�x)ss - (Tiy + Al1�y)liq

In the case of liquid mixtures, Titanium and Aluminum are characterized by a negative
mixing enthalpy:

∆Hmix(T ) = HTi�Al(T )� [(1� xTi)HAl(T )+ xTi HTi(T )] (5.6)

At the atomistic level, the scheme (Fig. 5.14) shows the elemental process associated
with dissolution: a liquid atom Al will be exchanged with a solid Ti atom. As an exam-
ple, a set of atoms were followed. For instance, the potential energy of the Al atom in
the liquid layer is around - 3.28 eV and decreases to -5.48 eV when it substitutes a Ti
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Figure 5.13: Number of Ti atoms (at%) in the atomic planes close to the interface. The plane
(# -1) is the plane just below the interface, the plane (# -2) is below the plane (#-1), etc.

Figure 5.14: Schematic representation of the dissolution process.

in the outer solid layer. The Ti atom in the solid has a potential energy of -4.31 eV and
increases to -3.38 eV when it disolves in the inner liquid layer. The energetic balance
reads:

E(Alliq)+E(Tisol) = E(AlTi�sol)+E(TiAl�liq)+qdiss (5.7)

where qdiss represents the excess of energy release by the dissolution process: the heat
of dissolution qdiss = 1.27 eV. The energy transfer associated with all dissolved atoms
induces the increase of T up to 1315 K.

During the exchange between Al and Ti atoms, a single incoming Al atom surrounded
by Ti atoms induces a slight change in the potential energy of Ti nearest neighbours
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depicted by the area a in Fig. 5.15. The substitution of several Al atoms in a vicin-
ity induces a significant modification of neighbouring atoms depicted by the area b
in Fig. 5.15. Such group of atoms will play the role of a nucleus for further dissolu-
tion.
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Figure 5.15: Snapshot of atomic plane #-1. (a): potential energy /atom. (b): species index (Al
is blue and Ti is red). Time t = 2ns.

5.3 Summary

Figure 5.16: D022 crystallographic structure of TiAl3 and two consecutive (111) planes in
TiAl3. The (002) plane of pure Ti is shown in dashed. Al in blue and Ti in red.

The reactivity of the Ti-Al system has been studied by means of molecular dynamics
simulations and experiments. The main features are as follows:

- No reaction occurs at a temperature below the melting point of Al. The inter-
face between (002)-Ti plane and (111)-Al plane is very stable due to the small



5. Reactivity of Ti-Al RLPs 95

mismatch between the two structures. In addition, the metallic radius of Ti is
slightly larger than the Al metallic radius:

rmetal(Ti) = 1.47 pm rmetal(Al) = 1.43 pm (5.8)

This fact explains the lack of solubility of Ti in Al solid.

- When the system is heated above the melting temperature of Al, we observed an
exothermic self-sustained dynamics until a plateau value of T is reached. The
behavior is similar to the phenomenon of adiabatic explosion.

- The first phase transformation to occur at high temperature is the amorphization
of the Al inner layer, except close the interfaces where Al exhibits a structural
ordering.

- The dissolution of Ti in Al is associated with an exothermic mixing of the two
metals. The heat released due to dissolution is the main heat source.

- The dissolution operates as an exchange of Ti and Al atoms at interfaces. There
is no net flux at the interface.

- The adiabatic temperature depends on the initial temperature value. The same is
true for the saturation value of the liquid solution.

- The spontaneous formation of an intermetallic compound was only observed in
the small systems. The phase transformation is very rapid (less than 0.2 ns).

- In the large system, the crystallization of the intermetallic compound occurs dur-
ing the cooling simulation at 2988 K. The growth of the intermetallic develops
plane by plane starting from the interface.

- The intermetallic compound is (Tiy Al1�y) with y ⇠ 0.3. The interatomic poten-
tial developed by Zope and Mishin predicts a single Al-rich phase Ti0.25Al0.75 ⌘
TiAl3. The simulation results demonstrate the formation of an intermetallic with
a well-defined composition and a local fcc configuration, close to the TiAl3 com-
pound. As shown in Fig.5.16, the TiAl3 intermetallic can easily grow on a Ti
plane. Substitution of Ti atoms by Al ones and a slight displacement of Ti gives
the specific structure. Moreover the D022 structure is based on a face centered
cubic structure.



Chapter 6

General conclusions and

perspectives

This work focused on the numerical modelling of powder metallurgy processes by
means of molecular dynamics (MD) simulations. Two processes were investigated,
namely the solidification process in the context of additive manufacturing and the me-
chanical treatment of powders (i.e., mechanical activation due to milling). The results
of MD simulations are reported in Chapters 3 to 5. These simulations required 7 mil-
lion hours of computing time on the LINUX cluster at the computer center of the
University of Burgundy.

The simulations were performed using many-body potentials that are well suited for
metallic systems. These potentials are fitted on specific physical properties provided by
experimental and numerical (ab-initio calculations) data. The reliability of MD simu-
lations depends on the accuracy of the interatomic potentials. As explained in Chapter
2, we performed certain specific calculations to evaluate the validity of the potentials
used in this work. Moreover, in order to interpret the results, we computed useful prop-
erties: the latent heat of fusion, the melting temperature, the thermal conductivity, the
thermal expansion and the solid/liquid interface energy.

Chapter 3 deals with the solidification of Ni in the context of additive manufactur-
ing. For this purpose, two specific systems were designed to model the directional
solidification of the melt pool above a polycrystalline substrate. In the model without
imposed cooling, columnar growth with a planar solid/liquid interface was observed
whatever the value of the substrate temperature. When a cooling rate was imposed,
we observed three different microstructures according to the temperature gradient, the
substrate temperature and the cooling rate. Columnar microstructures followed by the
formation of equiaxed grains were observed when the undercooling temperature in
the liquid reached a temperature of over 500 K with a sufficiently high cooling rate.
The formation of equiaxed grains is directly related to the homogeneous nucleation
event. On the other hand, when the cooling rate was too low (in our case 75 K/ns),

96
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the columnar growth reached the end of the box of simulation. The temperature in
the liquid was not sufficient to observe any nucleation event because the undercooling
temperature was too low (below 500 K). Moreover, a substrate temperature of 1300 K
resulted in the formation of cells. As discussed in the corresponding chapter, insta-
bilities of the front in pure metals are directly related to the negative gradient in the
liquid. These instabilities will progressively gives rise to the formation of protrusions
which will transform into cells. Results are summarized in Fig. 6.1 according to the
cooling mode, substrate temperature and cooling rate. The originality of the present
work relies on the interpretation of our numerical results obtained at a nanoscale with
theories of solidification and nucleation developed at micro/macroscale.

Imposed cooling Yes

Columnar

(planar shape)

No

Substrate temperature Tsub > 1200 KTsub≤ 1200 K 

Cooling rate Low ( 75 K/ns)

Columnar

High (<75 K/ns)

Columnar

+equiaxed

Columnar

cellular 
Microstructure

Figure 6.1: Schematic representation of the several microstructures of nickel obtained after
solidification as a function of the cooling mode, substrate temperature and cooling rate.

In the last two chapters, the reactivity of composite powders was studied via two dif-
ferent approaches. In Chapter 4, the reactivity and diffusion of titanium-aluminum
(Ti-Al) and nickel-aluminum (Ni-Al) systems after severe plastic deformation due to
mechanical activation by milling were studied. In Chapter 5, we designed a laminated
system appropriate to study the reactivity of titanium-aluminum reactive laminated
particles.

In order to investigate the enhanced reactivity due to mechanical activation, we elab-
orated a system containing a large number of interfaces and defects as observed after
high-energy ball milling. The action of the grinding balls on the powder is very com-
plex. Ball-to-ball and ball-to-wall collisions are an important source of modification
to the initial microstructure of the powder. To understand such modifications, we de-
veloped a mechanical impact model on a set of metallic particles at the microscopic
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scale in order to identify the modifications induced in the microstructure as a result
of mechanical activation and to evaluate the reactivity of the activated powders. In
a first step, polycrystalline particles were subjected to progressive uniaxial compres-
sion to produce severe plastic deformation. In a second step, the deformed samples
were heated to the temperatures of interest (i.e., around the melting temperature of
aluminum).

We were able to demonstrate that compression induces compaction and severe plas-
tic deformation that creates complex mixing zones between elements at the surface
contact between particles. The contacts between the particles create defects such as
twins, dislocations or stacking faults in fcc-structures (Ni particles). After the plastic
deformation, initial hcp-Ti particles show a high number of fcc atoms, indicating the
presence of a huge number of linear/planar defects. Temperature setting allowed us
to study the diffusion in activated Ti-Al and Ni-Al powders; the diffusion coefficients
were evaluated in the mixing zones for these systems. Reactivity was studied in or-
der to better understand mechanisms including the formation of intermetallics, grain
coarsening, etc.

In Chapter 5, we considered a simplified model consisting of an aluminum layer be-
tween two titanium layers in order to mimic lamellar particles obtained via a plane-
tary ball mill. Different mechanisms according to temperature were in this way re-
vealed. For temperatures below the melting temperature of aluminum, the system re-
mained stable and no exothermic reaction appeared in the solid state. For temperatures
above the melting temperature of aluminium, a self-sustained behavior arising from the
exothermic dissolution of titanium in the liquid aluminium layer was observed. The
dissolution remained limited by the low solubility of titanium in liquid aluminium.
The exothermic reaction continued until the recrystallization of the system and the for-
mation of the intermetallic TiAl3. In order to understand the size effects (thickness
of the layer), we considered a thicker sample. The system reacted similarly to the
smaller sample, although no spontaneous recrystallization was observed. Cooling was
therefore necessary for recrystallization and the formation of the TiAl3 intermetallic to
occur. This thicker system also allowed us to analyze more finely the dissolution mech-
anisms of Ti in Al. Titanium dissolves plane by plane until saturation. The molecular
dynamics approach thus highlighted the fact that the dissolution takes place via ex-
change between an aluminium atom and a titanium atom at the interfaces.

Working in parallel, our Russian collaborators1 contributed to this study by developing
an experimental approach. They studied the reactivity of lamellar particles produced
via high-energy ball milling. By evaluating the activation energies, they identified two
different behaviors. The first is associated with solid state transformation at interfaces
below the melting temperature of aluminum. The second corresponds to the dissolu-
tion of titanium in liquid aluminum and the formation of the intermetallic TiAl3.

1In the framework of a PHC Kolmogorov RECIPES 2018-2021 with Pr. A. S. Rogachev and co-
workers at MISiS University, Functional Nanoceramics Laboratory



6. General conclusions and perspectives 99

• Perspectives

As discussed in Chapter 3, columnar grains cause anisotropic properties, reduce me-
chanical performance and increase hot tear tendency. One of the main objectives here
was thus to promote the columnar to equiaxed transition. It is possible to form equiaxed
grains using adequate parameters of the AM process that directly modify the tempera-
ture gradient and the solidification rate, as reported by [164]. However, the low thermal
gradient required for the formation of equiaxed grains remains difficult to achieve, even
when adapting the process parameters. One of the strategies to promote the columnar
to equiaxed transition is to inject nanoparticles, which serve as nucleation sites, into
the melt pool to promote heterogeneous nucleation. Indeed, the energy barrier related
to heterogeneous nucleation is lower than that of homogeneous nucleation. For in-
stance, certain particles have demonstrated their efficiency in the context of AM of
Al-based metals, namely Al3Sc [165], TiB2 [166], Al3Zr [167], and TiC [168]. The
main difficulty is finding sufficiently stable and powerful nucleant particles.

In order to reproduce these phenomena at the atomic scale, we considered adding NiAl
particles to an Al melt pool based on the models we had previously developed. One of
the main difficulties related to these materials stems from the progressive dissolution
of NiAl particles (see Fig. 6.2). Indeed, the melting temperature difference between
the NiAl intermetallic and Al is not sufficient to preserve the stability of the NiAl
nanoparticles. It is for this reason that we chose to put this study aside at first. It is,
however, quite frequent to observe this phenomenon of dissolution during the injection
of particles carried out in the course of experiments. An interesting perspective would
include performing a more systematic study of the dissolution of NiAl particles as a
function of their size while they are subjected to different thermal conditions. There
are several questions that arise in this context. Does the progressive dissolution of NiAl
prevent the particles from acting as an inoculant promoting heterogeneous nucleation?
Does dissolution, which is an exothermic process, necessarily prevent heterogeneous
nucleation because of a local temperature increase? What is the role of the composi-
tion gradient generated by the progressive dissolution of nanoparticles? What are the
effects of the cooling rates on the two mechanisms, namely heterogeneous nucleation
and dissolution? An alternative approach would be to choose a system in which the
dissolution is limited, allowing the particles to act as powerful nucleants. For instance,
Al3Ti particles are known to be strong nucleants for the solidification of the Al melt
[169].

To avoid the problems arising from dissolution, one of the possible options is to con-
sider metallic systems in which the difference between melting temperatures is sig-
nificant, as for example copper (Cu) and tungsten (W). Experimentally, copper and
tungsten have melting temperatures of 1358 K and 3695 K, respectively. In addi-
tion, tungsten has a bcc structure and copper has an fcc structure. There are different
interatomic potentials for the Cu-W system and we considered the one developed by
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Figure 6.2: Snapshot of the system at the end of the simulation (7 ns). Left: fcc, bcc (NiAl)
and amorphous atoms are represented in green, blue and white colors, respectively. Right:
snapshot zooms of the red squares with Al and Ni atoms represented in red and blue colors,
respectively. The Ni atoms progressively dissolved around NiAl particles.

Wei et al. [170] that is known to give an abnormally high melting temperature for tung-
sten. This, however, is an advantage for our study in which W particles play the role of
nucleation sites and have to remain stable at high temperature. Using this potential, we
computed crucial properties for solidification: the solid/liquid interface energy of Cu,
the thermal expansion of both metals, the melting temperature of Cu and the thermal
conductivity of Cu following the methods presented in Chapter 2. We studied hetero-
geneous nucleation using a simplified quasi-3D model containing a single W particle
surrounded by Cu liquid. Various sizes of tungsten were considered, namely 1.59 nm,
7.95 nm and 23.85 nm, and different isothermal temperatures were applied to estimate
the undercooling degree related to the free growth of copper. The degree of under-
cooling depends on the radius of the particle. For the smallest radius of 1.59 nm, the
undercooling degree required to observe free growth was estimated to be 133 K, while
the other two sizes were estimated at an undercooling degree between 40-50 K. Note
that this method is similar to the one used in the context of liquid/solid interfacial
energy presented in Chapter 2. The larger particles have lower undercooling temper-
atures than the smaller ones, as is frequently observed in heterogeneous nucleation
processes. These results pinpointed more precisely the range of temperatures giving
rise to the solidification of Cu from the W surfaces.

In a second step, we developed simulations similar to the ones used to study Ni solid-
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ification but in this new case, several W particles were randomly added to a Cu melt.
The model without imposed cooling gave interesting results that merit further investi-
gation:

• The solid/liquid interface is locally disturbed where it crosses the W particles.
A solidification delay is observed after the passage of a particle. Indeed, the Cu
remains amorphous while the front around the particles continues to propagate
with a flat shape. This solidification delay is directly related to the size of the
particle: the larger the particle, the larger the zone in which the front is disturbed.
The delay is nonetheless caught up in a few picoseconds because the temperature
gradients in the liquid and in the solid are positive: the heat is extracted in the
solid part of the Cu. The engulfment by the solidification interface is clearly
shown in Fig. 6.3, right.

• Heterogeneous nucleation is not observed because the solidification temperature
is relatively high (close to the melting temperature of Cu).

• A "groove" is observed at the grain boundaries located at the solid/liquid in-
terfaces (also called triple junction). The grooving induces an opening angle
depending on the solid/liquid surface tensions and the energy of the grain bound-
ary. The grain boundaries cling to the particles when the opening angle is close
enough. A progressive curvature of the grain boundary is also observed. This
phenomenon seems very similar to the Zener pinning resulting from the inter-
action between particles and grain boundaries in polycrystalline materials (see
Fig. 6.3, left). The pinning of boundaries by obstacles is an important effect in
materials processing and its characterization requires further investigation.

The model with imposed cooling rate gives rise to several observations:

• The solidification front is also disturbed when it passes through particles. The
delay is significantly different from that observed in the model without cooling.
Indeed, the gradient in the liquid is negative: heat is released in the solid and
the liquid. The solidification delay is therefore propagated over a longer period
of time, even throughout the entire solidification process. An interesting next
step would be to continue this work to better understand the effect of particles
on a solidification front with a negative gradient in the liquid. How will these
particles influence the solidified microstructure? Could the growth transform
more easily into cellular/dendritic growth? How do the grain boundaries adapt
to the presence of the particles?

• The same pinning by the dispersed particles is observed as in the model without
imposed cooling.

• The temperature range giving rise to heterogeneous nucleation is relatively small.
Indeed, the smallest particles favor heterogeneous nucleation at a temperature
of 1050 K and the largest at 1160 K. The solidification rate of Cu is therefore
low in this temperature range as it is relatively close to the melting tempera-
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Figure 6.3: Snapshot of the system at the end of the simulation (18.5 ns) with bcc, fcc and
amorphous atoms represented in blue, green and white, respectively. Left: snapshot zooms
of the evolution of the grain boundary with progressive pinning on the particle of W. Right:
snapshot zooms on the evolution of the Cu solid/liquid interface in presence of the W particle.

ture (1181K). We were nevertheless able to observe heterogeneous nucleation by
properly choosing the thermostat temperatures and cooling rates (see Fig.6.4).

However, this results in a major problem related to the thermostats we use. For exam-
ple, the temperature in the laser region is averaged over all atoms in the liquid region.
The solidification front and heterogeneous nucleation are both exothermic processes
releasing a very substantial amount of heat in the liquid region. Consequently, the
atoms still in the liquid state have abnormally low temperatures to compensate for this
heat release, results that may be questionable from a physical point of view. Note that
we considered 10 particles. A smaller number of particles would be more appropriate
to reduce the heat release effect and avoid this artifact. Further investigation of the
method used should therefore be carried out in continuing this study.

Remaining in the context of solidification, several perspectives to my work might be
considered:

• Solidification of alloys: Metal alloys are mainly used in additive manufacturing
techniques. During the solidification of a pure metal, the effects are exclusively
thermal. With an alloy, other phenomena such as chemical undercooling can be
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Figure 6.4: Snapshots of Cu-W system with an imposed cooling ramp of 215 K/ns at 2.9 ns,
3.1 ns and 3.5 ns (end of the simulation). The bcc, fcc, hcp, and amorphous atoms are repre-
sented in blue, green, red and white, respectively. Heterogeneous nucleation is observed around
the particles of W.

studied. The solidification rate will also be different from that of a pure metal. A
preliminary work was carried out by adding 5% of Al atoms to the Ni samples,
adopting the same model as in the study of Ni in the presence of an imposed
cooling. In the case of pure Ni, with a substrate temperature of 1300 K, den-
dritic/cellular growth has been observed. Under the same thermal conditions
(substrate temperature and cooling rate), the microstructure was completely dif-
ferent for the Ni-Al alloy. We observed the formation of equiaxed grains up-
stream of the front. It would certainly be interesting to carry out an in-depth
study on Ni-Al alloys. Several questions would have to be clarified: What is the
influence of the Al percentage? What microstructures will be formed? Will a
compositional gradient upstream of the front be set up during solidification as is
commonly observed in experiments? Dendrites, which are often associated with
alloys, could also be studied in further detail.

• Solidification maps: In the course of our study of solidification, we observed
different microstructures related to solidification rates, thermal gradients, sub-
strate temperatures and cooling rates. It would be interesting to quantify more
precisely the transition between flat columnar growth and cellular growth in
metallic alloys. Indeed, experimenters rely on solidification maps; such maps
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are particularly based on thermal gradients and solidification rates. An inter-
esting perspective would be to compare these maps with results obtained from
molecular dynamics.

• Particle inoculation: Crystal growth on inoculating particles is an exothermic
process. The heat, released locally in the liquid, causes a significant increase in
temperature. This phenomenon is also a function of the density of the inoculat-
ing particles where heterogeneous nucleation occurs. The undercooling degree
depends on the size of the particles. It could be interesting to introduce several
particles of different sizes into a liquid bath by imposing a cooling. Different
questions would have to be considered: Will the heat released by the growth
around the larger particles prevent the growth on the smaller ones? What would
the distances between particles need to be in order to observe growth on all parti-
cles? It might also be interesting to consider the size distribution of the particles.

• Convection: Additive manufacturing techniques cause convection in the liquid
bath. A comparison between the models we have studied on the solidification of
Ni with models that take convection into account could provide a better under-
standing of the influence of convection on solidification. Moreover, the addition
of inoculant particles in the liquid bath would also be an interesting situation
to consider. What would the movements of these particles be? What would
their positions at the end of solidification be? Would it be possible to observe
heterogeneous nucleation in the presence of convective phenomena?

As mentioned above, most of the items listed in the context of future perspectives have
been the subject of preliminary calculations to design the simulations, to determine
what is feasible and to identify technical difficulties. Beyond these preliminary studies
that open up many opportunities, it will be necessary to perform a systematic and thor-
ough study in order to better understand the role played by the inoculation of particles
in the melt pool of pure metals and alloys.
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Résumé : La relation procédé-microstructure est centrale en sciences des matériaux car la 

microstructure va déterminer les propriétés des matériaux élaborés par les procédés. Dans notre 

travail, nous nous sommes intéressés à différents procédés de métallurgie en adoptant une description 
à l'échelle atomique. Cette approche permet de déceler les mécanismes élémentaires qui sont à 

l'origine des microstructures observées sans avoir à postuler des mécanismes macroscopiques et 

estimer les paramètres associés. A cet égard, les simulations par dynamique moléculaire fournissent 
un outil d'observation "in-situ" des systèmes métalliques pour autant qu'un potentiel d'interaction 

atomique soit disponible. L'originalité de notre démarche a été de modéliser les caractéristiques des 

procédés aux échelles nanométriques. Dans le contexte de la métallurgie des poudres, nous nous 
sommes intéressés à la fabrication additive de matériaux métalliques et à l'activation des poudres 

métalliques par broyage à haute énergie.  Nous avons réalisé des simulations de dynamique 

moléculaire afin de comprendre les processus de solidification directionnelle à l'échelle 

nanométrique d'un métal polycristallin de Ni pur dans le contexte de la fabrication additive. 
Différentes microstructures ont été observées en fonction des conditions thermiques. La 

solidification et la nucléation ont également été comparées aux théories classiques de la solidification 

et de la nucléation afin d'en établir la validité aux échelles nanométriques. Nous avons modélisé le 
procédé de broyage par un traitement mécanique sous la forme d'une compaction et d'une 

déformation plastique pour rendre compte de l'action des billes de broyage sur un mélange binaire 

de poudres.  Cette approche permet de comprendre le comportement des poudres activées 

mécaniquement (Ti+Al et Ni+Al) en caractérisant la mobilité des atomes, les transformations 
structurelles et la réactivité. Nous avons également étudié la réactivité d'un modèle multicouche 

nanométrique Ti-Al similaire aux matériaux obtenus après un broyage très énergétique. Nous avons 

mis en évidence plusieurs mécanismes élémentaires responsables de leur réactivité exacerbée comme 
la dissolution aux interfaces Ti(solide)/Al(liquide) et la formation d'intermétallique (TiAl3). 

 

 

Abstract:  The process-microstructure relationship is central in materials science because the 

microstructure will determine the properties of the materials developed by the processes. In our 

work, we focused on different metallurgical processes by adopting a description at the atomic scale. 
This approach allows us to detect the elementary mechanisms that are at the origin of the observed 

microstructures without having to postulate macroscopic mechanisms or estimate the associated 

parameters. In this respect, molecular dynamics simulations provide a tool for "in-situ" observation 

of metallic systems as long as an atomic interaction potential is available. The originality of our 
approach consists in modeling the characteristics of the processes at nanometric scales. In the context 

of powder metallurgy, we focused on the additive manufacturing of metallic materials and the 

activation of metallic powders by high-energy milling.  We performed molecular dynamics 
simulations to understand the directional solidification processes at the nanoscale of a pure Ni 

polycrystalline metal in the context of additive manufacturing. Various microstructures were 

observed as a function of thermal conditions. Solidification and nucleation were also compared to 
classical solidification and nucleation theories to establish their validity at the nanoscale. We 

modeled the milling process by mechanical treatment with compaction and plastic deformation to 

observe the action of grinding balls on a binary mixture of powders.  This approach allows us to 

understand the behavior of mechanically activated powders (Ti+Al and Ni+Al) by characterizing 
atom mobility, structural transformations and reactivity. We also studied the reactivity of a Ti-Al 

nanometric multilayer model similar to the materials obtained after high-energy milling. We have 

highlighted several elementary mechanisms responsible for their increased reactivity, such as 
dissolution at the Ti(solid)/Al(liquid) interfaces and the formation of an intermetallic (TiAl3). 
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