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Preface

As the technologies of information advance, electronic devices have been reaching their limits in treating optical signals, even more since the development of very short optical pulses down to the atto-second. For this reason, more and more technologies have been developed lately for the all-optical treatment of light, such as the polarization attractor and polarization scrambler realized by Guasoni et al.\(^1\). For such applications, a lot of research has been done in the field of telecommunication using anormal dispersion fibers, as the solitons used for information transmission appear. Thus, a lot of applications are available with such fibers, but not in normal dispersion fibers, which may be needed in some other fields of research or industry. Some of those applications may include pulse generation, pulse sampling, and data transmission at low and high power. We studied cross-phase modulation in order to solve such issues. In the first part of this work, after introducing the necessary conventions and reminding the reader of the proper optics concepts, we will demonstrate the creation of two applications of cross-phase modulation, to pulse generation and to pulse sampling and magnification in normal dispersion fiber. Those applications were studied experimentally and confirmed theoretically and could be applied in any fibered optical system.

More than 20 years ago, Haelterman et al. showed that a new kind of soliton may appear in isotropic normal dispersion fibers, in which the classical soliton would not. This new type of soliton would come from the equilibrium created by the interplay of chromatic dispersion and the Cross-Phase Modulation (XPM) generated by the pulse on the orthogonal polarization. This effect however could only appear in isotropic fibers, more precisely in fibers with a polarization mode dispersion of an isotropic fiber, which would be null. Such fibers did not exist over a few meters at the time, which made studying the effects described theoretically hard. In the recent years, improvements were made on reducing the Polarization Mode Dispersion (PMD) of the fibers by adding a spinning to the preform of the fiber during drawing, averaging the asymmetry of the fiber core over the length of the fiber. In the second part of this work, and inspired by the work of Haelterman et al., this new kind of solitonic structure, already known in other fields as domain wall, will be studied in telecommunication applications and its origin demonstrated. Their observation will first be demonstrated along with their robustness. An application of those newly observed structure to telecommunication transmission is then demonstrated, before their spontaneous apparition during the propagation of incoherent signals is studied. Finally, the effect at the origin of these structures, the polarization modulation instability, will be observed in shorter fibers, confirming the observations and predictions of Haelterman.
Chapter 1

Introduction

This chapter will serve as a reminder for the physical effects that have been used for the following work. It will also serve as a basis for notations and equations used through this manuscript.

When a pulse of light propagates in an optical fiber, it undergoes a variety of effects, modifying some or all of its characteristics. This work is based upon some of these effects, which we will detail in the following sections.

To get an overview of the main physical phenomena occurring during propagation of light in an optical fiber, the simplest case will be explained first, sending a pulse of light in a single mode optical fiber, in which only the effects of second order chromatic dispersion and Self-Phase Modulation (SPM) are taken into account, by detailing every part of the Nonlinear Shrödinger Equation (NLSE). Then, we will go further by introducing the polarization components of the Kerr effect in the NLSE, allowing for a coupling through the Kerr effect by XPM, to obtain the Coupled Nonlinear Shrödinger Equations (CNSLE), which are the basis for all the work later described in this manuscript.

Finally, we will give a reminder of the main method used to simulate the propagation of optical pulses in an optical fiber, known as the Split-Step Fourier method.

1.1 Nonlinear Shrödinger Equation

In the field of optical signal transmission, the two effects that are encountered in an optical fiber, after the power loss which have now become so small that they are considered as perturbations, are the effects of the second-order chromatic dispersion, and, when the power of the signal becomes large enough, of SPM. In order to simplify the studies and numerical calculations, a simple equation has been derived from the Maxwell’s Equations. The equation, called the Nonlinear
Shrödinger Equation, is formulated as, in its simplest form using only second order chromatic dispersion and SPM$^2$

\[ i \frac{\partial A}{\partial z} + \frac{\alpha}{2} A - \frac{\beta_2 A^2}{2} + \gamma |A|^2 A = 0 \] (1.1)

with the terms:

- $A$ Pulse amplitude (V/m)
- $z$ Spatial position on the axis of the fiber (m)
- $T$ Time in the moving frame of reference of the pulse defined as $T = t - z/v_g = t - \beta_1 z$, $t$ being the time in the reference framework of the fiber, $\beta_1$ the first order chromatic dispersion coefficient. (ps)
- $\alpha A$ Losses coefficient (dB km$^{-1}$)
- $\beta_2$ Second-order chromatic dispersion parameter (ps$^2$m$^{-1}$)
- $\gamma$ Nonlinear coefficient (W$^{-1}$m$^{-1}$)

There are some limitations to this equation, such as the fact that it is a scalar model, and multiple approximations were taken into account to allow for it to be derived$^2$. The first main approximation is the slowly varying envelope approximation, stating that the envelope of the forward propagating wave is considered to be varying slowly in time and space compared to the wavelength of the signal. It is also considered that the polarization is maintained during the propagation in the fiber. While this is usually not true, this approximation brings a lot of simplifications while keeping the equation easy. Other effects were not taken into account, such as higher-order dispersion, Raman and Brillouin scattering and losses.

This equation is simple, but already covers a lot of usual cases, allowing for quick understanding and easy simulations of two of the main effects that can occur in an optical fiber. We can clearly see three different parts to this equation. Let us explain which effect every part corresponds to before going into more details about each phenomenon.

- $i \frac{\partial A}{\partial z}$ describes the propagation of the pulse along the $z$ axis, meaning along the fiber.
- $\frac{\alpha}{2} A$ describes the losses observed by the signal during its propagation.
\[ \beta_2 \frac{\partial^2 A}{\partial T^2} \] describes the second order chromatic dispersion applied to the pulse in the fiber during its propagation.

\[ \gamma |A|^2 A \] describes one of the nonlinear Kerr effect the pulses undergo inside the optical fiber. This term corresponds to the SPM effect.

This equation can be rewritten with explicit dispersion and nonlinear operators as

\[ \frac{\partial A}{\partial z} = (\hat{D} + \hat{N})A \] (1.2)

With \( \hat{D} \) corresponds to the dispersion operator, and \( \hat{N} \) corresponds to the nonlinear operator, where

\[ \hat{D} = \alpha \frac{\beta_2}{2} \frac{\partial^2}{\partial T^2} \] (1.3)

\[ \hat{N} = i \gamma |A|^2 \] (1.4)

Before increasing the complexity of this equation, it is important to understand this first equation, and what physically happens when the pulse is propagating inside the fiber.

### 1.1.1 Chromatic dispersion

To understand the chromatic dispersion, it is first important to analyze how a pulse is composed. To illustrate more easily, let us study a Gaussian pulse Fig. 1.1(a). To every pulse is associated an optical spectrum, representing the frequency distribution inside the optical pulse Fig. 1.1(b). This spectrum is linked mathematically by the Fourier transform (FT), which is defined by:

\[ \mathcal{F}\{f\}(\omega) = \tilde{f}(\omega) = \int_{-\infty}^{\infty} f(t) \exp^{-2\pi it\omega} dt \] (1.5)

However, inside an optical fiber, not every wavelength propagates at the same speed. This phenomenon is similar to what happens when sending a ray of light in a prism. When sending in a ray of light, the colours composing the ray of light will be separated, as the refractive index is wavelength dependent. This phenomenon is called chromatic dispersion. If we plot the evolution of the speed of light in silica as a function of its wavelength, we obtain a plot similar to Fig. 1.2, displaying the evolution of the refraction index of the material for different wavelengths.
So when the pulse propagates, the photons at one edge of the spectrum will go faster than the others, which can impact the shape of the pulses depending on the sign of the dispersion of the medium. The effects of such dispersion can have a very different impact depending on the shape of edge the pulse, and more particularly, the shape of its spectrum. If the spectrum is very thin (broad pulse), the difference between the speed of the photons on the lower and the higher edge of the spectrum will be very small, as the difference in wavelength is minor, inducing only a tiny dispersion on the pulse. Inversely, if the spectrum is broad (short pulses), the large difference in wavelength will induce a high speed difference, leading to a more pronounced dispersion, inducing a dramatic pulse temporal broadening.

As we can notice, in the dispersion term of Eq. (1.1), the higher the second order derivative of the pulse amplitude envelope, the larger the dispersion effect, which means that the strength of the dispersion is linked to the evolution of the

Figure 1.1: A gaussian pulse (a) and its associated optical spectrum (b)

Figure 1.2: (a) Evolution of the refraction index and (b) associated chromatic dispersion inside a silica fiber with the wavelength. N: Normal dispersion regime, A: Anomalous dispersion regime
signal with time. To illustrate with a gaussian pulse, the shorter the pulse, the faster its evolution, and so the higher dispersion it undergoes. This is only true, however in the case for which the pulses are in the Fourier transform limit, meaning they hold no chirp.

\[
\beta_2 = 18.5 \text{ ps}^2 \text{ km}^{-1}, \quad L = 10 \text{ km}
\]

Figure 1.3: Evolution of pulses undergoing dispersion in an optical fiber. Dashed lines are the input signal, solid lines are the output. \( \beta_2 = 18.5 \text{ ps}^2 \text{ km}^{-1}, \) \( L = 10 \text{ km} \)

In Fig. 1.3, an example of two gaussian pulses transmitted in a standard optical fiber is shown, taking into account only the chromatic dispersion. For this, we used the NLSE, but without the nonlinear response, giving us the equation Eq. (1.6). As we can see, at the end of the fiber, the shortest pulse has broadened 10 times, while the longer pulse only broadened about 1.5 times.

\[
i \frac{\partial A}{\partial z} - \frac{\beta_2}{2} \frac{\partial^2 A}{\partial T^2} = 0
\]  

(1.6)

While we are now able to understand the effect of dispersion, we now need to understand very quickly how much of an impact it will have on the propagation of a pulse inside a fiber. To this aim, a dispersion length \( L_D \) was introduced, providing a length for which the dispersive effect become important\(^2\), meaning here that the pulse has broadened by a factor of \( \sqrt{2} \). It is defined as

\[
L_D = \frac{T_0^2}{|\beta_2|}
\]  

(1.7)

With \( \beta_2 \) the dispersion coefficient of the fiber, and \( T_0 \) the input pulse width, which in the case of the Gaussian pulse is the half-width at 1/e. While this relation is only applicable for gaussian pulses, it is commonly used with a large range of different pulses.

For a more practical use, if the dispersion length \( L_D \) of a pulse propagating in a fiber is much larger than the length of the fiber \( L \), meaning \( L_D \gg L \), then we can
approximate that the transmission is dispersionless, as the effect is not significant enough to modify the signal.

1.1.2 Self-Phase Modulation (SPM)

Let us now explore the second phenomenon taken into account in Eq. (1.1). This second element is linked to one of the nonlinear phenomenon occurring inside the fiber, namely the Kerr effect, and more precisely, the SPM.

SPM comes from the interaction between the light and the material it propagates in. As photons propagate, they interact with the electrons and nuclei of the material, leading to a local change of properties of the material, namely a change in the refractive index. Indeed, the refractive index can be written as

\[ \tilde{n}(\omega, I) = n(\omega) + n_2 I = n(\omega) + \tilde{n}_2 |E|^2 \quad (1.8) \]

where \( n(\omega) \) is the linear part, \( I \) is the optical intensity of the signal and \( \tilde{n}_2 \) is the nonlinear-index coefficient, and \( E \) is the electrical field of the signal propagating in the fiber, \( A \) being the envelope of the component dependant on the \( z \) axis of the fiber of the electrical field \( E \). This nonlinear interaction leads to the apparition of a nonlinear phase shift that can be calculated using the equation

\[ \phi_{NL} = \left( \tilde{n}_2 |E|^2 \right) k_0 L \quad (1.9) \]

where \( k_0 = 2\pi/\lambda \) and \( L \) is the total length of the fiber.

The propagation of the pulse in an optical fiber was then simulated, including only the SPM effect, for gaussian pulses with a peak intensity varying from 0.1 W to 1.5 W. In such a case, no dispersion was applied, allowing for the reduction of Eq. (1.10) to

\[ i \frac{\partial A}{\partial z} - \gamma |A|^2 A = 0 \quad (1.10) \]

where \( \gamma(\omega_0) = \omega_0 n_2 / c A_{\text{eff}} \), with \( \omega_0 \) being the central wavelength of the spectrum, and \( A_{\text{eff}} \) the effective mode area.

As we can notice on Fig. 1.4(a), the temporal shape of the pulse is not modified by the SPM effect. However, the spectrum in the case of the high intensity pulse is completely changed by the SPM through nonlinear phase modulation leading to the appearance of new frequencies, while the spectrum of the low intensity signal remains almost unchanged, as seen on Fig. 1.4(b).

It is now useful to define a characteristic quantity that will help to characterize the SPM. Similarly to Eq. (1.7), a nonlinear length \( L_{NL} \) can be defined. This
length is the effective propagation distance for which the maximum phase shift $\phi_{NL, max} = 1$ rad, as described in [2]. $L_{NL}$ can then be written as

$$L_{NL} = \frac{1}{\gamma P_0} \quad (1.11)$$

where $P_0$ is the peak power of the pulse. It can be noticed that this length depends directly on the peak power of the signal, and that the more power, the less distance will be needed for the SPM to have a noticeable impact. As in Section 1.1.1, if $L_{NL} \gg L$, we consider the SPM to have no impact onto the transmission of the signal through the fiber and approximate the propagation as linear.

### 1.1.3 Soliton in the NLSE

A very interesting effect that arises from the interplay between the second order chromatic dispersion and the SPM is when each effect compensates the contribution of the other. When this happens, a soliton, which is a pulse that propagates
without deformation, appears. Since their discovery\(^3\), solitons have been studied extensively in diverse media including optical fibers\(^4-6\). In our case, only the fundamental soliton will be presented. For it to appear, a perfect balance between the chromatic dispersion and the SPM is required, meaning

\[
L_{NL} = L_D
\]  

(1.12)

leading to the relation between dispersion, temporal width and peak power:

\[
\frac{\gamma P_0 T_0^2}{|\beta_2|} = 1
\]  

(1.13)

By using an inverse scattering method\(^2\), it is possible to show that the solution for the fundamental soliton in an optical fiber, considering the NLSE model is of the form

\[
u(\xi, \tau) = \text{sech}(\tau) \exp(i \xi/2)
\]  

(1.14)

with \(\xi = z/L_D\) the normalized number of dispersive (and nonlinear, in this case) lengths, \(\tau = T/T_0\), the normalized time and \(v = A \sqrt{\gamma L_D}\) the normalized envelope of the signal.

A very interesting property of these solitons is that they are very robust. Indeed, even if in reality the fibers are more complex than described in the NLSE model, solitons can be observed to propagate through very long distances. Moreover, as they lose energy, or are deformed by other unaccounted for physical effects, they adapt to stay in a solitonic state, meaning the mutual counteracting of the chromatic dispersion and SPM will still occur, even if the pulses are modified slightly. Moreover, if the starting pulse is not perfectly solitonic, it will evolve as

Figure 1.5: Reshaping of a pulse into a soliton during the propagation of a 10 ps Gaussian pulse in a 10 km fiber (losses neglected). \(\gamma = 1.4 \text{ W}^{-1} \text{ km}^{-1}\), \(\beta_2 = -18.5 \text{ ps}^2 \text{ km}^{-1}\)
it propagates towards a solitonic state, if it is close enough at the input of the fiber\textsuperscript{2}, as illustrated by Fig. 1.5. The input gaussian pulse, with parameters validating Eq. (1.13) is clearly seen on this figure to be reshaped during propagation and the pulse at the output is an almost exact hyperbolic secant shaped pulse.

1.1.4 Modulation Instability

An other interesting phenomenon arising from the interaction between the chromatic dispersion and nonlinear effects is the modulation instability, which comes from an instability of a continuous wave towards small perturbations caused by the interplay between both effects\textsuperscript{7,8}. This process can be seen as a three-wave mixing between a high-power pump, a signal and an idler. In such a case, two photons of the same frequency $\omega_0$ from the pump are transformed into two, at the signal frequency $\omega_1 = \omega_0 + \Omega$ and at the idler frequency $\omega_0 - \Omega$, both experiencing a net gain given by Eq. (1.15)

$$g(\Omega) = |\beta_2 \Omega| (\Omega_c^2 - \Omega^2)^{1/2}$$  \hspace{1cm} (1.15)

where $g$ is the gain observed by the signal, and

$$\Omega_c^2 = \frac{4\gamma P_0}{|\beta_2|}$$  \hspace{1cm} (1.16)

defines the critical frequency under which gain is observed. This equation was obtained by executing a stability analysis of the basic NLSE equation in the case of a continuous wave (CW) wave. Eq. (1.15) shows that there is a maximum frequency $\Omega_c$ over which this signal amplification does not occur anymore, as there would be no real solution to the equation in the case where $\Omega > \Omega_c$.

There are two applicable cases of this equation. If a signal is actually sent co-propagating with the CW pump wave, seeded Modulation Instability (MI) appears, the CW wave allowing for the gain to be more visible. If not, the background noise acts as a seed, and a gain spectrum containing two symmetrical sidebands is observed, similarly to Fig. 1.6, and is called spontaneous MI. On this figure, the result of the theoretical band shape from Eq. (1.15) is plotted along with the simulation of the propagation of a noisy CW wave.

By plotting the gain relation, the bands shape can be seen, as illustrated on Fig. 1.6. On this figure, one can see that there is a frequency $\Omega_{max}$ for which the gain is maximum. This frequency can be calculated using the relation

$$\Omega_{max} = \pm \frac{\Omega_c}{\sqrt{2}} = \pm \left(\frac{2\gamma P_0}{|\beta_2|}\right)^{1/2}$$  \hspace{1cm} (1.17)
Figure 1.6: Bands generated by modulation instability. \( \gamma = 1.4 \text{ W}^{-1} \text{ km}^{-1}, \beta_2 = -18.5 \text{ ps}^2 \text{ km}^{-1}, \) \( L = 10 \text{ km}, \) \( P_{\text{pump}} = 0.52 \text{ W} \)

and by replacing in the expression of the gain, it is possible to calculate the maximum gain at \( \Omega_{\text{max}} \) using the expression

\[
g_{\text{max}} \equiv g(\Omega_{\text{max}}) = \frac{1}{2} |\beta_2| \Omega_c^2 = 2\gamma P_0
\]

It can be seen that the gain does not depend on the dispersion parameter, but linearly increases with the power. This process has been extensively studied to develop parametric amplifiers\(^9,10\).

1.2 Coupled Nonlinear Shrödinger Equations

While the NLSE is very useful for a number of cases, it can become limiting, lacking to take physical effects into account. An addition that can be made is to take into account two orthogonally polarized signals. Such an extension allows to study the evolution of each signal independently of the other, and observe the coupling effects that appear.

As two coupled signals will be studied, a system of coupled equations is derived. However, depending on the polarization basis, the system can be slightly altered. For this case, the simplest form of the equations is used, which comes from writing the equations in the circular polarization basis.

To write these equations, it was assumed that the fiber has very low birefrin-
gence (isotropic case). The equations can then be written as:

\[
\begin{align*}
\frac{\partial A_+}{\partial z} + \frac{\alpha}{2} A_+ + \frac{i\beta_2}{2} \frac{\partial^2 A_+}{\partial T^2} &= \frac{2i\gamma}{3} \left( c_{SPM} |A_+|^2 + c_{XPM} |A_-|^2 \right) A_+ \\
\frac{\partial A_-}{\partial z} + \frac{\alpha}{2} A_- + \frac{i\beta_2}{2} \frac{\partial^2 A_-}{\partial T^2} &= \frac{2i\gamma}{3} \left( c_{SPM} |A_-|^2 + c_{XPM} |A_+|^2 \right) A_-
\end{align*}
\]  

(1.19)

with \( A_+ \) and \( A_- \) representing respectively the right- and left-handed circularly polarized states, \( C_{SPM} = 1 \) when the fiber is considered randomly birefringent\(^\text{11} \) and \( C_{XPM} = 2 \) in the case of an isotropic fiber\(^\text{12} \). The elements of dispersion and SPM are still present in this equation, but a new term appeared in the nonlinear part. This term, representing the coupling between the two signals, is responsible for the effect of XPM.

To study the randomly birefringent model, which describes accurately long fibers, Eq. (1.19) were further derived accounting for the average birefringence over the length of the fiber, and the time and space coordinates were normalized with, respectively, the dispersion and nonlinear length, leading to the couple of equations Eq. (1.20), called the Manakov model.

\[
\begin{align*}
i \frac{\partial u}{\partial \xi} + \frac{\alpha}{2} u + \frac{1}{2} \frac{\partial^2 u}{\partial \tau^2} + (|u|^2 + |v|^2) u &= 0 \\
i \frac{\partial v}{\partial \xi} + \frac{\alpha}{2} v + \frac{1}{2} \frac{\partial^2 v}{\partial \tau^2} + (|v|^2 + |u|^2) v &= 0
\end{align*}
\]  

(1.20)

with \( u = A_x \sqrt{\gamma L_D} \exp(i \Delta \beta z/2) \), \( v = A_y \sqrt{\gamma L_D} \exp(i \Delta \beta z/2) \), the normalized amplitude where \( A_x \) and \( A_y \) are the envelope amplitudes and \( \Delta \beta \) the birefringence coefficient, \( \xi = z/L_D \) and \( \tau = (t - \beta_1 z)/T_0 \).

**Vectorial Cross-Phase Modulation**

The vectorial XPM comes, similarly to the SPM, from the optical Kerr effect, which appears from an interaction of the light with the propagating media by modulation of the refractive index. While the SPM arises from a light modifying its properties through its own interactions with the media, the XPM comes from the modification of a signal through the interaction of a second signal with the media, thus creating a new interaction between the first signal and the propagation media. As a simple view, it seems that both signals are coupled, as can be seen in Eq. (1.19), where a coupling factor appears.

Similarly to the SPM Section 1.1.2, the XPM effect is based on the modification of the refractive index of the fiber, thus modulating the phase of the signals, inducing a modification of the frequency across the pulse. Such a modulation of frequency is called a chirp, and is defined as
\[ \delta \omega(T) = -\frac{\partial \phi}{\partial T} \]  

(1.21)

However, although this modulation has an effect on the signal which generated it (SPM), it also creates a phase modulation on the other signals present in the fiber. In the case of the vectorial XPM, the modulation is created on the signal that is orthogonally polarized, creating new frequencies, the same way new frequencies are created by SPM.

In the case of the isotropic model, the nonlinear coefficients are \( c_{SPM} = 1 \) and \( c_{XPM} = 2 \). This means that the XPM will be twice as effective as the SPM. This implies that the signal spectrum will broaden twice as much on the orthogonal polarization than on the parallel. This phenomenon is illustrated on Fig. 1.7.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.7.png}
\caption{Illustration of the broadening of the spectrum by SPM and XPM in the isotropic case (simulation with losses neglected). \( \gamma = 1.4 \text{ W}^{-1}\text{km}^{-1}, \beta_2 = -18.5 \text{ ps}^2\text{km}^{-1}, L = 10 \text{ km}, P_{\text{pump}} = 1 \text{ W} \)}
\end{figure}

1.3 Simulation methods

In order to simulate the previous equations, and for all the simulations of this manuscript, the Split-Step Fourier method\textsuperscript{13} has been used, as it is the fastest and easiest solution. The method will be explained here only for the NLSE, and will be left to expand, more complex equations, to the reader if necessary.
The Split-Step Fourier method is a two-step simulation method. By taking a distance of propagation small enough, on which dispersion and non-linearity don’t have a high enough impact, we can apply each effect one after the other (the two steps) on the signal, upon this small length of fiber. By iterating onto each part of the fiber, we can then get the total transformation of the signal after propagation through the whole fiber. The method is illustrated by Fig. 1.8.

By assuming, as previously stated, that the dispersive effects and nonlinear effects act independently, we can rewrite Eq. (1.2) for a single step of the simulation to separate the two effects, leading to

\[
A(z + h, T) = \exp(h\hat{D}) \exp(h\hat{N}) A(z, T)
\]  

(1.22)

While the nonlinear transformation can easily be applied, the dispersion operator contains a derivative, which is quite slow to calculate. Moreover, dispersion is directly linked to \(n(\omega)\), which gives its application to the transformation in the frequency domain physical sense. The dispersion effect is thus evaluated in the Fourier domain, thanks to the relation:

\[
\exp(h\hat{D})B(z, T) = \mathcal{F}^{-1}_T \left\{ \exp(h\mathcal{F}_T \{\hat{D}\})\mathcal{F}_T \{B(z, T)\} \right\}
\]  

(1.23)

A single step of the simulation, from \(z\) to \(z + h\) is then composed of

1. Get the signal at \(z\)

2. Apply the dispersion operator in the Fourier domain to the signal, on a length of \(h\) to get the signal with dispersion at \(z + h\)

3. Apply the nonlinear operator in the time domain, to the previous signal, on a length of \(h\).
By applying this method for $z \in [0, L]$, we obtain, at the end, the signal in $z = L$.

The Split-Step Fourier method was shown to be one of the fastest methods to simulate the propagation of optical pulses inside a fiber. Numerous amelioration have been added, which can increase the speed and/or the precision of the simulation, but are always based on this basic technique.
Chapter 2

Nonlinear optical functionalities based on cross-polarized phase modulation in telecom fibers

One of the main limitations of optical telecommunications systems is linked to the electrical bandwidth of equipments, limiting the optical generation and characterization to the bandwidths of those equipments, going up to a maximum of around 100 GHz. To get over those limitations, multiple all-optical applications were designed such as autocorrelators\textsuperscript{14} and Frequency-Resolved Optical Gating (FROG)\textsuperscript{15} for measurement, as well as mode-locked lasers\textsuperscript{16,17} and pulse compression schemes for generation\textsuperscript{2,18-32}.

In this context, ultra-fast optical functions can be developed by using the coupling between two waves through nonlinear interactions in optical fibers. Thus, when one of the signals can be acted upon, the evolution of the second can also be modified through the coupling. Such coupling effects have been demonstrated over the years, such as Sum Frequency Generation (SFG), four-wave mixing, inter-mode coupling and cross-phase modulation. Those effects have been used to develop amplifiers, all-optical polarizers, frequency combs, and optical gates.

In this work, two all-optical applications were designed and studied by taking advantage of the cross-phase modulation coupling between copropagating signals. First, a novel pulse source based on the compression of pulses in a normally dispersive telecom fiber generated from a sinusoidal beat signal by cross-phase modulation was designed and studied experimentally and numerically. Secondly, an all-optical sampler and magnifier based on the same principle and demonstrating a noise free magnification and tunable sampling rate will then be detailed and characterized. Finally, a conclusion on both these experiments will be drawn and further possible applications put into light. This work was realized in collaboration with Mr. Massimiliano Guasoni and Mr. Javier Nuño.
2.1 XPM-induced pulse source through beat-signal pulse compression

The ability to design optical pulse sources at repetition rates of tens of GHz is of high interest in many fields of photonics, including optical communications, sampling, metrology, clocking, sensing, spectral comb, and arbitrary waveform generation. To develop alternative solutions to traditional mode-locked fiber lasers, numerous cavity-less scenarios have been investigated based on the nonlinear reshaping within optical fibers of an initial beat signal into a train of well-separated pulses\textsuperscript{18}. Basically, the nonlinear temporal compression of the initial beating is induced through the focusing regime of the NLSE, taking advantage of the interplay between the nonlinear Kerr effect and the anomalous dispersive regime\textsuperscript{2}. This particular technique has been demonstrated in a wide range of fiber arrangements to produce pedestal-free pulse trains or frequency combs at various repetition rates, ranging from GHz to several THz\textsuperscript{18–32}. To this aim, various fiber concatenation systems have been implemented, including dispersion decreasing fibers\textsuperscript{19}, comb-like or step-like fiber profiles\textsuperscript{20,33}, modulation instability\textsuperscript{22}, XPM\textsuperscript{23}, multiple Four-Wave Mixing (FWM)\textsuperscript{24–29}, parametric amplification\textsuperscript{31}, and Raman amplification\textsuperscript{32}.

2.1.1 State of the art

Compression of pulses is a very important application of nonlinear systems. While multiple techniques can be used to compress pulses, the principle used stays the same, where a chirped signal is passed through a dispersive media, thus cancelling the chirp and inducing the compression. The main compression schemes will be reminded, giving a point of comparison with the compression scheme developed in this section.

Grating-fiber SPM compression

The first developed method of pulse compression, and still the most used to this day, was based on the association of a fiber and gratings, as displayed on Fig. 2.1. The pulse was first coupled into a normal-dispersion single mode fiber, leading to the development of a chirp with a positive slope along the span of the pulse, and broadening of its spectrum due to SPM in the fiber. The pulse is then sent through a grating pair, which acts as a dispersive delay line, where it experiences anomalous Group Velocity Dispersion (GVD). This effectively cancels the chirp induced by SPM while conserving the broad spectrum generated after propagation, thus leading to the compression of the pulse\textsuperscript{34}. 
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It must be noted that this technique suffers multiple limitations. While the system works optimally with an unchirped pulse, as do all the techniques detailed in this section, the compression will be reduced in the cases of down-chirped, up-chirped or random-chirped input pulses. Moreover, while a full theory was developed to work more easily with grating-fiber compressors, it is only applicable while pulse width is large enough, namely over 1 ps. If this threshold is reached, higher order nonlinear and dispersion effects appear, leading to a reduction of the linearity of the chirped signal at the output of the fiber, thus a reduction in the compression efficiency. Similarly, if the pulse width become even shorter, under 50 fs, the gratings response change to include higher-order effects, effectively reducing the compression ratio. Finally, Raman scattering is a significant limitation, as one must avoid the transfer of energy to the Raman pulse by reducing the power under the Raman threshold. As for all the nonlinear compression methods, while increasing the power theoretically increases the compression ratio, apparition of Raman scattering can lead to interaction with the pulse, and unbalance the linearity of the pulse chirp.

**Soliton based compression**

The second main method of pulse compression is the use of the well known solitons that appear in the NLSE. It was shown that in an anomalous dispersion fiber, solitons can propagate through a balance between the dispersion and SPM. However, when the ratio between the dispersion length and nonlinear length $L_D/L_{NL} = N$, with N being an integer $\gg 1$, the formation of higher-order solitons was observed along the fiber length, and pulses with a much shorter Full-Width Half Maximum (FWHM) that the input pulse are then generated\(^{35}\). By adapting the ratio to have short pulses appearing at the end of the fiber, it is thus possible to compress the
input pulse into a much shorter one. Compression ratios up to 3700 have been reached through multiple soliton based compression schemes. This method was however highly limited by the appearance of pedestals to the pulses and the instability of the technique. It must be noted that similarly to the previous compression scheme, when the pulse is short enough, with a width under 100 fs, higher order effects must be taken into account to obtain a precise estimation of the compression ratio and the optimal fiber length at which the shortest pulse appears.

Dispersion decreasing fibers

As was demonstrated in Chapter 1, there is a particular solution to the NLSE equation, that leads to the propagation of solitons in optical fibers with an anomalous dispersion. This effects arises from the compensation of the GVD by the SPM.

However, by unbalancing those two terms very slightly, the soliton will adapt, and its shape will change, given the changes are small enough (i.e. the GVD does not change much over the dispersion length, or similarly for the nonlinear coefficient over the nonlinear length). The solitons will, under these conditions, keep the same pulse energy $E_0$, leading to the following relation

$$ E_0 = 2P_0(z)T_0(z) = -\frac{2\beta_2(z)}{\nu(z)T_0(z)} = Cste $$

where $\nu(z) = \exp(-\alpha z)\gamma(z)$, $\alpha$ being the loss (or amplification) coefficient of the fiber.

From this equation, it can be easily seen that by gradually reducing the GVD coefficient $\beta_2$ along the fiber, the pulse width will also gradually decrease to keep the energy constant, given that the nonlinear coefficient stays constant. Similarly, if $\nu$ increases, meaning an increase of the nonlinear coefficient or an amplification along the fiber, the pulse will also gradually compress during propagation (this phenomenon will be studied in Section 2.1.1). This compression process is called the Adiabatic Soliton Compression (ASC), and leads to compression without addition of new components to the signal, like pedestals or the dispersive wave of the pulse.

Using this phenomenon, a first approach studied was to create a fiber with an actual decreasing GVD along its length, the Dispersion Decreasing Fibers (DDF), the GVD being illustrated in Figure 2.2. Indeed, the GVD and Kerr coefficient are dependent on the core radius. By adapting it along the fiber, a decrease in the GVD was thus realized, effectively allowing the pulse to be compressed through ASC, while the Kerr coefficient increases, improving further the compression.

This method has been proven successfully, and have been implemented in a number of different fiber types, like Erbium-doped DDF, Dispersion-flattened
DDF (DF-DDF)\textsuperscript{38,39}, polarization-maintaining DF-DDF\textsuperscript{40} and photonic crystal fibers\textsuperscript{41,42}.

This type of fibers has the advantage of compression without other external device, like would be the case in Raman amplification based compression (Section 2.1.1). It has been shown that the compression ratio, \( R = \Delta T_{in}/\Delta T_{out} = \beta_{2in}/\beta_{2out} \), which can be both an advantage, allowing to get a precise compression ratio when making the fiber, and a drawback, making it impossible to tune the ratio once the fiber is drawn, thus needing to make a new fiber for each new desired compression ratio. Another main drawback of this technique is that the fibers are quite difficult to produce, as they are created by constantly changing the drawing conditions of the fiber, thus making it very difficult to reproduce the process in a consistent way.

![Graphs showing DDF, Step-Like, and Comb-Like profiles](image)

Figure 2.2: (a) DDF; (b) Step-Like profile; (c) Comb-Like profile

**Step-like and comb-like fiber profiles**

The DDF being hard to manufacture, a first solution to make manufacturing easier is to mimic such fibers by creating fibers that have a decreasing dispersion, but averaged on small distances (relative to the dispersion length).
The first of those methods is to make a step-like dispersion fiber Step-like Profiled Dispersion Fiber (SPDF) (Figure 2.2b). By splicing fibers with constant dispersion coefficient, but decreasing a bit over each portion, the total dispersion seen by the pulses travelling through the fiber is similar to a linearly decreasing dispersion. The number of different fibers that have to be used to implement such a system is linked to the number of steps one wants to achieve. The more steps, the more there will be different fibers.

Building on this method, there is another way to create a DDF. Instead of using multiple different fibers for each step, one can use two fibers, with a higher dispersion gap, according to the length of each segment so that the dispersion seen when travelling through both of them is equal to the dispersion that would be seen in a single of the previous steps, forming a comb-like dispersion profile (Figure 2.2c). These fibers are thus called Comb-like Profiled Dispersion Fiber (CPDF). In this technique, one of the fibers is used as the dispersive element (usually a Single Mode Fiber (SMF) fiber), and the other as a nonlinear element (usually a Dispersion Shifted Fiber (DSF) fiber).

Using both these techniques, the manufacturing is easier, and more consistent. Indeed, creating fibers with a constant dispersion coefficient has become easy. Step-like fibers however, still come with more constraints. One would indeed need one particular fiber for each of the resulting fiber segment. The particularly needed fibers would be hard to come by in a typical laboratory, unless one fabricates them. Thus, the method would only be really applicable in a laboratory where the fibers can be directly manufactured. The comb-like method, on the other hand, would allow a reduction of the dispersion in between two extremes, at the cost of more splicing, as only two different fibers are needed to implement it.

By using the CPDF method, but replacing the DSF by a Highly NonLinear Fiber (HNLF), is created a Comb Profile Fibers (CPF)\textsuperscript{18}. This kind of fiber is interesting in that it allows both ASC, when using a fine fiber structure, and steep compression, using a coarser fiber structure. It also allows better management of the individual effects (dispersion and nonlinearity), the HNLF increasing significantly the nonlinearities, as seen on Figure 2.3b, making the dispersion in those fiber segments negligible. At the same time, introducing the HNLF allows to launch lower input power, thus reducing the nonlinear effects in the dispersion segments of the fiber. However, it must be noted that splicing HNLF fibers is quite difficult, thus making the splicing losses important to take into account.

Being able to manipulate both effects independently allows for easy tuning. Using the nonlinear segment, the signal spectrum is broadened through SPM. Then the induced chirp is compensated by dispersion in the following segment, the length of the segments being the parameter allowing to control how much nonlinearity and dispersion is applied to a pulse at each step. The fiber thus created is not just
Distributed Raman amplification

From Equation (2.1), it is possible to see that similarly to Section 2.1.1 in which we decrease the dispersion of the overall fiber, it is also possible to increase the nonlinear parameter along the fiber, namely \( \nu \), where \( \nu(z) = \exp(-\alpha z) \gamma(z) \) with \( \alpha < 0 \), meaning a gain is introduced in the fiber. Distributed Raman amplification will create a gain factor, leading to the compression of the pulse\(^{43,44}\).

Parametric amplification

Another possible way of pulse compression is to exploit FWM. This technique was demonstrated experimentally by Wiberg et al.\(^{31}\). A first pulse train was generated by modulating a CW laser through a Mach-Zender Modulator (MZM) modulated by a beat signal at its quadrature point. These pulses were then first compressed through spectral broadening by SPM generated through the propaga-
tion in a HNLF down to 2.58 ps after filtering of the spectrum in order to get pulses that are transform-limited. In order to further compress the pulses, and reduce the small pedestals created after the SPM compression, a CW seed was added through Wavelength-Division Multiplexing (WDM). This allowed the creation of an other spectral band through parametric amplification. While the high-power parts of the pulse will be replicated on the newly created spectral band, the low-power features, such as pedestals will not, thus filtering them out. Similarly, the low-power part of the pulse itself will not be replicated, leading to further compression of the pulses. Wiberg et al.\textsuperscript{31} demonstrated a compression factor around 20 using this method, creating pulse-free pedestals, and a factor 2 was also demonstrated by Feng et al.\textsuperscript{45}.

Multiple Four-wave mixing

As was shown by Trillo et Al.\textsuperscript{24}, by sending a beat signal created by two CW in a fiber, it is possible through FWM to compress pulses with a very large ratio. However, this comes at a price of creating pulses with pedestals. Using this phenomenon, Pitois et al.\textsuperscript{46} demonstrated that by carefully managing the parameters, the same method could be used to compress an initial beat signal significantly, creating gaussian pulses that are transform limited. The advantage of this method is that it can be used with a fiber having constant anomalous dispersion, and the pulse FWHM can be managed simply through the input power and fiber length. It is worth noting that using this method, the results from \textsuperscript{24} were validated, showing that over a certain input power, large pedestals started to form, although the pulses compression ratio was higher.

2.1.2 XPM-induced reshaping principle

Multiple compression schemes have been demonstrated over the years, as shown in this section, using a large variety of effects that appear in optical fibers, such as dispersion, SPM, FWM, or parametric amplification, and specially designed fibers, with dispersion management such as DDF. Most of those techniques however are only applicable in the anomalous dispersion regime. In fact, only a few techniques have been demonstrated for normally dispersive fibers, usually including a two-stage technique, similar to the grating compression technique. However, a less exploited process combining both the nonlinear reshaping and chirp compensation stages can be provided in the defocusing regime of the NLS equation by means of a cross-phase modulation phenomenon\textsuperscript{47–51}. Indeed, it was shown that an XPM-induced focusing of a probe beam can occur in the defocusing regime when it co-propagates orthogonally, polarized and bounded between two intense pump pulses traveling at the same group velocity\textsuperscript{48–50}. In this configuration, in analogy
to the soliton-effect compression technique, the evolution of the dark structure generated in the center of these twin pump pulses induces an XPM-based temporal compression, even in normally dispersive fibers, thus creating an adiabatic compressor for the probe beam.

![Figure 2.4](image_url)

Figure 2.4: (a) Signal and pump input intensities at the input of the fiber (b) Signal and pump output intensity after propagation in a 5 km DSF for a pump power of 26.5 dBm (c) XPM-induced chirp created by the pump on the signal

The compression scheme developed in this section appears from the simultaneous combined effect of XPM and chromatic dispersion. In order to observe the compression, two waves are sent copropagating with orthogonal polarizations, the low-power beat signal to be compressed is a sinusoidal wave, and the high-power pump that induces the XPM is an out-of-phase replica with high power. The intensities of those waves is illustrated on Fig. 2.4a. Through SPM and chromatic dispersion, the pump pulses will broaden and their edges sharpen. Simultaneously, the pump induces a chirp, through XPM, on the signal, which is displayed on Fig. 2.4c. The chirp is, at the same time, canceled out in the signal pulse by
the chromatic dispersion experienced by the signal, similarly to the phenomenon that is observed in an anomalous fiber during soliton-like compression. A focusing regime is thus locally created through the XPM-induced chirp. The cancellation of the chirp thus leads to the compression of the signal. The output waves can be observed in Fig. 2.4b. Thanks to the orthogonal pump wave, the beat-signal is now compressed into a train of well-separated pulses.

2.1.3 Experiment

In order to observe this effect, a setup was designed to generate, propagate and observe the orthogonal waves, as illustrated in Fig. 2.5. The first operation that needed to be achieved was to generate the two interleaved orthogonally polarized sinusoids. For this, a CW laser emitting at 1550 nm is first modulated in intensity to create a sinusoidal signal using an Intensity Modulator (IM) driven at its null point by a 20 GHz clock to create a pure 40 GHz carrier-free sinusoid.

![Figure 2.5: Schematic experimental setup designed to create a 40 GHz pulse source. IM: Intensity Modulator, PM: Phase Modulator, RF: Radiofrequency generator, PC: Polarization Controller, PWS: Polarization WaveShaper, PBS: Polarization Beam Splitter, EDFA: Erbium-doped Fiber Amplifier, OSO: Optical Sampling Oscilloscope, OSA: Optical Spectrum Analyser.](image)

When looking at the transmission curve of a typical IM (Figure 2.6), it can be seen that setting the bias voltage in a null-point, meaning the point of lowest optical output, of this curve will lead to generate an optical peak for each high and low of the sinusoidal input beat signal, thus doubling the frequency of the input optical signal. It should be noted that each output optical pulse is dephased by 180° compared to the previous one.

This signal is then phase-modulated at a frequency of around 100 MHz in order to reduce Brillouin back-scattering in the fiber under test. As was demonstrated in 19, phase modulation of a signal is equivalent to changing the frequency
of maximum gain of the Brillouin back-scattering, thus enlarging the Brillouin back-scattering gain bandwidth. Having a larger spectrum then leads to a decrease of the Brillouin peak gain defined as

\[
g_p = g_B(\Omega_p) = \frac{4\pi^2\gamma_e^2 f_A}{n_p c \lambda_p^2 \rho_0 \nu_A \Gamma_B}
\]

where \(\gamma_e \approx 0.902\) is the electrostrictive constant of silica, \(f_A\) the fraction by which the Brillouin back-scattering gain is reduced if the acoustic and optical modes do not fully overlap, \(n_p\) is the effective index at the pump wavelength \(\lambda_p\), \(\rho_0 \approx 2210\,\text{kg}\,\text{m}^{-3}\) is the material density, \(\nu_A\) the acoustic wave velocity. The FWHM of the gain spectrum is linked to \(\Gamma_B\) with the relation \(\nu_B = \Gamma_B/(2\pi)^2\). By reducing the peak gain, the Brillouin back-scattering power threshold \(P_{cr}\) can be reduced, which can be approximated for fibers not too long by

\[
g_B(\Omega_B)P_{cr}L_{\text{eff}}/A_{\text{eff}} \approx 21
\]

where \(L_{\text{eff}} = [1 - \exp(-\alpha L)]/\alpha\) is the effective fiber length and \(A_{\text{eff}}\) is the effective mode area. The increased threshold is enough for the experiments that are conducted in the following parts.

The resulting signal is then injected into a Polarization WaveShaper (PWS) separating the input signal into two signals, and allowing to control characteristics.
of the signals, like amplitude and delay, independently. The delay on each branch can go up to 12.5 ps, and allows for a fine tuning of the signals interleaving. It must also be noted that the power difference in between the two signals was set to 11.5 dB on the PWS. Those signals are then recombined into a Polarization Beam Splitter (PBS), ensuring an orthogonal polarization in between them. The resulting waves are then amplified through an Erbium-doped Fiber Amplifier (EDFA), allowing for high power transmission, and precise control over the power, before being injected into a 5 km-long normal dispersion fiber, characterized by a chromatic dispersion \( D = -2.5 \text{ ps nm}^{-1} \text{ km}^{-1} \) at 1550 nm (second-order dispersion \( \beta_2 = 3.2 \text{ ps}^2 \text{ km}^{-1} \)), an attenuation factor of \( \alpha = 0.2 \text{ dB km}^{-1} \) and a nonlinear Kerr coefficient of \( \gamma = 1.7 \text{ W}^{-1} \text{ km}^{-1} \). This particular fiber was used as it was the fiber with the optimal parameters at a pump power input of 28 dBm, giving the best square shaped pump at the output. After propagation, the two waves are demultiplexed using a second PBS and characterized temporally using an Optical Sampling Oscilloscope (OSO) (eye-checker from Alnair Labs), and spectrally using an Optical Spectrum Analyser (OSA).

Fig. 2.7 displays the normalized signal and pump demultiplexed after the output PBS for an input pump power of 26.5 dBm. Compression of the signal pulses, broadening and wave-breaking of the pump pulses can be observed clearly. On the signal output, the intensity is not perfectly driven down to zero outside the pulses, leaving small pedestals at the edges of the created pulses.

![Figure 2.7: Interleaving of the pump and signal waves at a power of 26.5 dBm, normalized. Dashed: Input, Solid: Output](image)

**Power study**

We first study the impact of the total input power, keeping the power ratio between the pump and the signal at 11.5 dB, as previously described. Each output polarization axis is independently measured, for input powers ranging from 12 dBm to
26 dBm. The results are summarized in Fig. 2.8. Fig. 2.8a displays the evolution of the normalized signal pulses with increasing power, while Fig. 2.8b displays the evolution of the normalized pump pulses.

![Figure 2.8: Experimental results (a) Evolution of the normalized signal pulses with pump power (b) Evolution of the normalized pump pulses with pump power](image)

At low power (around 12 dBm), in the linear regime, it was observed that the sinusoids keep their shape during propagation. At these power levels, no nonlinear effect appear during propagation, hence the name of linear regime. However, when increasing the input power and getting into the nonlinear regime, it can be observed that the pump starts widening, and its pulses edges are getting sharper. It is interesting to note that the signal pulses power evolution follows the evolution of the dark structures created between the pump pulses. When their power increases, the pump pulses broaden through SPM and dispersion. This leads to the spacing between two pulses gradually reducing. At the same time, the signal is getting compressed, confined in between the edges of the pump pulses. At 25 dBm, we observe the maximum compression, with the generation of 3.3 ps FWHM pulses. It can be noticed that when this power is reached, increasing the power does not further compress the signal pulses. It also does not significantly reduce the spacing.
between two pump pulses which would lead to further compression of the signal. Finally, one can notice the apparition of interaction between adjacent pulses on the pump signal. At the maximum level of total input power, 28 dBm, the level of Brillouin back-scattering becomes a severe limitation for the experiments, so the study stopped at this maximum power.

2.1.4 Simulations

![Figure 2.9: Numerical simulation results. Temporal intensity profile evolution in the numerical study as a function of pump power of the pulse generation using the Manakov model (pump + signal) (a) Evolution of the signal with the pump power (b) evolution of the pump with the pump power.](image)

To validate and further explore the compression phenomenon, numerical simulations of the propagation of the two orthogonal waves were performed. While the Manakov model (Eq. (1.19)) can be used to simulate this system, the large power difference between the signal and pump waves allows to simplify the equations. Indeed, this large difference translates, mathematically, to $|u|^2 \ll |v|^2$. By taking
this relation into account, Eq. (1.19) can be rewritten as

\[
\begin{align*}
    i \frac{\partial A_+}{\partial z} + \frac{i \alpha}{2} A_+ - \frac{\beta_2}{2} \frac{\partial^2 A_+}{\partial t^2} + \frac{8}{9} \gamma |A_-|^2 A_+ &= 0 \\
    i \frac{\partial A_-}{\partial z} + \frac{i \alpha}{2} A_- - \frac{\beta_2}{2} \frac{\partial^2 A_-}{\partial t^2} + \frac{8}{9} \gamma |A_-|^2 A_- &= 0
\end{align*}
\]

(2.4)

where \( A_+ \) corresponds to the signal wave, \( A_- \) to the pump wave, \( A_+ \) and \( A_- \) being the two orthogonal components of the total optical wave. \( \beta_2 = 3.2 \text{ ps}^2 \text{ km}^{-1} \) is the dispersion coefficient of the fiber, \( \gamma = 1.7 \text{ W}^{-1} \text{ km}^{-1} \) is the nonlinear Kerr coefficient, and \( \alpha = 0.2 \text{ dB} / \text{km} \) is the losses coefficient. In these equations, it can be noticed that there is a coefficient \( 8/9 \) that is not present in Eq. (1.19). This coefficient appears out of the averaging of the birefringence on the length of the fiber during the derivation of those equations, allowing for a more realistic simulation. While the development of this new model offers little advantage compared to the Manakov model in regards to simulation time, it allows for the development of the theoretical model demonstrated in Section 2.1.5.

First, the full model was simulated so that comparison with the reduced model can be made. The results of such a simulation are shown on Fig. 2.9. On this figure, the results obtained are very close to the experimental results obtained on Fig. 2.8. Figure 2.10 displays the evolution of the signal and pulse waves with input pump power after simulation. As expected, it is almost identical to the evolution of the signal simulated using the full Manakov model displayed in Fig. 2.9. Fig. 2.10a displays the evolution of the normalized signal pulses with power, while Fig. 2.10b shows the orthogonal pump pulses. Similarly to the results obtained Section 2.1.3, compression of the signal pulses is shown to increase with pump power, and the evolution of the signal pulses follows the evolution of the pump dark structures. The compression is shown to have a limit at around 25 dBm, which is also the threshold above which we start to observe interaction between adjacent pump pulses.

The numerical results obtained are very similar to the ones obtained in Fig. 2.8, thus validating the experiment, and proving that the compression effect is effectively coming from an XPM-induced chirp. They also validate the Manakov-based model that was explicit, in which the contribution of the signal probe in the nonlinear effects was neglected. Finally, it validates the assumptions that Raman effect and third-order dispersion have no effect in this compression mechanism, as both those elements were neither included in the equations, nor in the simulations.
2.1.5 Theoretical model

By creating a reduced model, a numerically simple solution could be designed, removing the need to fully solve the numerical model, and allowing extremely fast approximations of the solutions. First, the input pump and signal can be rewritten from their initial form.

\[
A_+(0, t) = (2S)^{1/2} \sin(\omega_1 t) \quad (2.5)
\]
\[
A_-(0, t) = (2P)^{1/2} \cos(\omega_1 t) \quad (2.6)
\]

It can be noticed that writing \(A_+\) and \(A_-\) this way leads to \(\langle |A_+|^2 \rangle = S\) and \(\langle |A_-|^2 \rangle = P\) where P and S represent respectively the pump and signal power. By rewriting the sin and cos in exponential form, the following form is obtained

\[
A_+(0, t) = -i\frac{S}{2}^{1/2} \exp(i\omega_1 t) + i\frac{S}{2}^{1/2} \exp(-i\omega_1 t) \quad (2.7)
\]
\[
A_-(0, t) = \frac{P}{2}^{1/2} \exp(i\omega_1 t) + \frac{P}{2}^{1/2} \exp(-i\omega_1 t) \quad (2.8)
\]
The four-wave mixing between frequency components centered at $\pm \omega_1$ leads to the generation of new frequencies at odd multiples of $\omega_1$, in both the pump and the signal wave. To create this theoretical model however, the generation of new frequencies in the pump wave are neglected. This assumption can coherently be made, as the first sideband observed both experimentally and numerically in the spectrum of the pump are always 10 dB below the central bands. By making this approximation, it is now possible to write a simple form of $|A_-(z, t)|^2$

$$|A_-(z, t)|^2 = |A_-(0, t)|^2 = P + \frac{P}{2} \exp(i2\omega_1 t) + \frac{P}{2} \exp(-i2\omega_1 t)$$

(2.9)

On the other hand, it is not possible to neglect the generation of new sidebands on the signal wave. Thus, it can be written as a linear combination of components centered at odd multiples of $\omega_1$

$$A_+(z, t) = \sum s_n(z) \exp(i\omega_n t)$$

(2.10)

with $\omega_n = n\omega_1$ where $n$ is an odd number.

By then inserting the expressions of $|A_-(z, t)|^2$ and $A_+(z, t)$ in Eq. (2.4), we obtain a system of coupled Linear Differential Equations (LDE)

$$s_n : \frac{\partial s_n}{\partial z} = (ia_n - \alpha/2) s_n + ib (s_{n+2} + s_{n-2})$$

(2.11)

where $a_n = (n^2\omega_1^2\beta_2/2 + 8/9\gamma P)$ and $b = 4/9\gamma P$. This system of LDE is now solvable quickly and easily by truncating it at a finite value $n = n_c$, and knowing the initial conditions $s_1(0) = -i(S/2)^{1/2}$, $s_{-1}(0) = i(S/2)^{1/2}$ and $s_n(0) = 0$ for $n \neq \pm 1$. By evaluating the values of $s_n$, it is possible to directly go back to $A_+$, by replacing in Equation (2.10). The result of such calculation can be seen on Fig. 2.11. From the pulse thus calculated, the compression ratio can then be easily computed. It can be noted that while an increased number of $n$ will increase the precision of the results, a value of $n_c = 9$ is sufficient to give a good approximation of the end result. If the spectrum is to be calculated from this method, the assumption of the pulses being in Fourier Transform Limit (FT Limit), allowing then to simply calculate the FT of the signal and obtaining directly the spectrum.

2.1.6 Comparison between the experimental, numerical and theoretical results

After studying the process of pulse generation through XPM-induced compression experimentally, numerically and theoretically with the model developed in Section 2.1.5, the overall results were analyzed.
Figure 2.11: Comparison of the pulses obtained experimentally, numerically by simulation of the propagation using Eq. (2.4) and theoretically using the model developed in Section 2.1.5.

As can be observed on Fig. 2.11 illustrating the generated compressed pulses at the output of the fiber, there is a good agreement between the experimental, numerical and theoretical data. The generation of 3.3 ps FWHM well-separated pulses can be observed, with a small residual pedestal.

Figure 2.12: Compression ratio comparison between the experimental, numerical and theoretical methods, depending on the power input.

The compression ratios obtained experimentally, numerically and theoretically for each input pump power were measured by fitting a gaussian pulse on the output.
pulses, and their evolution were plotted on Fig. 2.12. A good agreement can be observed between the experimental and calculated ratios, although around 25.5 dBm, the experimental compression ratio increase slows down, due to Stimulated Brillouin Back-scattering (SBS) limiting the pump power, thus the nonlinear effects. Moreover, even though strong simplifications were made during the creation of the theoretical model, in particular the conservation of the pump spectrum, it is showed to allow for a good approximation of the end result. At 26.5 dBm of pump power, a compression ratio around 3.5 was observed.

![Normalized spectrums after propagation in the fiber for the experimental, numerical and theoretical methods, with the $n$ value of the peaks (Eq. (2.11)).](image)

The output spectrum was also observed experimentally by placing an OSA after the output PBS, as depicted in Fig. 2.5, and is displayed on Fig. 2.13. The theoretical spectrum was also computed by assuming the output pulses are FT Limit and taking the Fourier transform of the output temporal signal computed previously. Such an assumption can be made as the time-bandwidth product was calculated to be around 0.58 which is not too far from the value of the FT Limit gaussian pulse at 0.44, and by remembering that the pulses obtained are not exactly gaussian. It can be noticed that the experimental spectrum has a higher background than the numerical value, which is due to a limitation in the resolution of the OSA (resolution of 0.01 nm) that was used for the experiment. As observed on Fig. 2.13, there is a good agreement between the experimental and numerical spectrum, confirming the assumptions made during the derivation of Eq. (2.4). Finally, the theoretical spectrum is displayed by plotting the different
s_n at the frequencies \( \omega_n \) obtained after solving Eq. (2.11). The theoretical model appears to yield a very good approximation of the results for \( n_c = 7 \), confirming further the validity of the model developed in Section 2.1.5.

### 2.1.7 Limitations

From Fig. 2.8, Fig. 2.10 and Fig. 2.12, limitations on the pulse generation can be observed. First, the saturation of the compression ratio will be studied, and the effects of SBS and inter-pulses interactions will be explicited. Possible methods to overcome the pulse compression limit will then be applied numerically and their results compared. Fig. 2.12 made clear that small pedestals appear during the compression of the input signal pulses. After introducing the origin of those pedestals and the issues that could arise from them, their evolution with power will be quantified, and methods to remove such pedestals will be discussed. Finally, the effects of a bad temporal alignment of signal and pump at the input of the fiber will be studied, and its impact on the compression ratio and side pedestals explicited.

#### Pulse compression saturation

It can clearly be seen on Fig. 2.12 that the experimental compression ratio saturates with an increase in power, while the numerical and theoretical ratio keeps going up. The simulated results indeed did not take into account the power reductions of the pump pulse due to SBS, thus enabling higher SPM and XPM interactions due to higher power. The phenomenon of SBS was experimentally reduced by introducing a phase modulation of the pump but cannot be completely removed. It however allowed for a study at much higher pump powers with negligible SBS, up to 28 dBm.

However, it was observed on Fig. 2.8 and Fig. 2.10 that when inter-pulse interaction between pump pulses appears, the pulses compression is reduced. To observe the effects of these interactions, a study was realized numerically at higher pump power. Fig. 2.14 shows the evolution of the signal and pump at higher powers. It can be noticed on Fig. 2.14a that the central pulse tends to be more and more compressed, but that it undergoes some oscillations of its width, depending on the shape of the pump pulses, which divide in multiple pulses, as can be seen on Fig. 2.14b. Moreover, Fig. 2.14a shows the apparition of multiple pedestals around the central pulse, which is confirmed by the signal intensity profile at fiber output plotted on Fig. 2.14c. It can also be observed that for some powers, the central peak on the signal disappears and is replaced by multiple peaks with the same power, as can be seen on Fig. 2.14f in which the signal intensity profiles are plotted for pump powers giving an output with 1 pulse with very low pedestals.
Figure 2.14: Numerical evolution of the signal and pump waves at higher power
(a) Pump pulses evolution with power (b) Signal pulses evolution with power. (c) Pump profile at 25 dBm, 32.5 dBm, 40 dBm (d) Signal profile at 25 dBm, 32.5 dBm, 40 dBm (e) Width of the gaussian fit applied to the signal pulses (f) Multiple signal pulses created. Green: 34 dBm, orange: 35.5 dBm, blue: 35.9 dBm

(34 dBm), 2 pulses with a dark structure in the center (35.5 dBm) and a pulse which shows flattening of its top (35.9 dBm). Finally, Fig. 2.14e shows the gaussian fit of the center pulse. While the output signal pulse are obviously not gaussian for
some powers, fitting the output pulses this way allows to observe a reduction of
the minimum width of the pulses for appropriate powers when a single pulse is
created and very low power sidebands are created. Indeed, pulse width down to
around 1.3 ps are observed for a pump power of 38.8 dBm, meaning a compression
ratio around 9.6.

Inter-pulse interactions are indeed limiting the compression by creating signal
pulse shapes that were not planned, such as double pulses or pulses with a flattened
top. However, with increasing pump power can appear well-defined signal pulses
with lower width, thus increasing the compression ratio. It must finally be noted
that while those interactions introduces new behaviour in this system, the SBS and
Raman scattering generated from the high pump powers used for this simulation
would make such a system difficult to implement experimentally.

**Pulses pedestal**

As can be seen on the results of simulations on Fig. 2.10, still have pedestals re-
main after compression. Even if they are not observed on the experimental data
as clearly, those pulse are still generated during the compression. Such pedestals
can provide some impairment due to intersymbol interference and lead to transmis-
sion errors in telecommunication systems, such as in Optical Time-Division Multi-
plexing (OTDM), and also create compressed pulses with lower peak power. In
this paragraph, their evolution with power is thus monitored on the experimental
and numerical data by calculating the ratio of the pulse energy they contain.

By fitting a gaussian on the experimental and numerical pulses, the energy

![Figure 2.15: Evolution of the energy contained in the pedestals with pump power.](image)
contained in the pedestals can be evaluated using the formula
\[
\text{ratio} = 1 - \frac{E_{\text{fit}}}{E_{\text{data}}}
\]  
(2.12)

where \(E_{\text{fit}}\) is the energy contained in the gaussian fit and \(E_{\text{data}}\) is the energy of the experimental or numerical data, and by setting ratio = 0 if the ratio calculated is negative. By fitting the pulses for each input pump power, the evolution of the pedestals energy can be plotted, and is displayed on Fig. 2.15. It can be observed that while not apparent on the experimental map of the signal pulse evolution in Fig. 2.8a, pedestal do appear in the experimental case, and the energy contained in them is even larger than during the simulation, where the pulse evolution maps clearly displayed their apparition (Fig. 2.10).

As is observed on Fig. 2.15, the energy in the pedestals quickly reaches 10% of the total, which is not negligible. In order to improve the generated pulses, a pedestal removal method can be used, such as described by Mamyshev\textsuperscript{54} using SPM, Wiberg et al.\textsuperscript{31} using parametric amplification or Pelusi et al.\textsuperscript{55} using a nonlinear optical loop mirror. By employing nonlinear effects generating the pulses at different wavelength, only the higher power pulses are mirrored on the generated spectrum. By filtering on the newly generated band, the pulses are retrieved, their pedestals having been filtered out, as they do not have enough power for the nonlinear effect to be significant over their time frame. However, it must be noted that such filtering adds one further step in the pulse generation process and may create additional pulse train instability and timing jitter\textsuperscript{56}.

**Asymmetrically modulated input signals**

The interleaving of the signal and pump was also observed to have a significant impact on the generated signal pulses. A slight temporal misalignment of the input waves can indeed have a visible impact at the output of the fiber, destroying the symmetry of the output pump and signal. To demonstrate the impact of this effect, the waves were simulated copropagating with different modulation phase shifts, for a power of 26.5 dBm. It was possible to obtain the approximate width of the output signal main pulses, and by calculating the difference of energy between the simulation and the fitting, obtain the ratio of energy that is found in the pedestals.

As shown in Fig. 2.16a, the signal pulses after propagation with an asymmetry in the alignment of the signal and pump change in shape, the pedestals increasing on one side of the pulse, and their peak power decreasing significantly, while the pump stays unaffected by the change, as seen on Fig. 2.16b. By fitting a gaussian to the signal pulses, their width was approximated and is evolution with phase plotted on Fig. 2.16c, where it is clearly seen that the pulse width of the signal increases with the phase, thus leading to reduced compression of the pulses. Finally,
Figure 2.16: Numerical evolution of the pulses with increasing asymmetry between the input signal and pump (a) Signal pulse shape after propagation with an asymmetry of 0 rad (blue), $\pi/8$ rad (orange), and $\pi/4$ rad (green) (b) Pump pulse shape for the same asymmetry values (c) Evolution of the width of the gaussian fitted to the pulses (d) Evolution of the pedestal energy ratio

the pedestal energy ratio was calculated, using the fitted gaussian as the central pulse, and is seen to increase on Fig. 2.16d, thus decreasing the quality of the compressed pulse.
2.2 All optical sampling

In modern photonic systems, the sampling process has widespread applications in the fields of optical communications, metrology, clocking, sensing, spectral comb or arbitrary waveform generation. In this context, nonlinear effects have been demonstrated as potential key technologies to develop all-optical sampling devices\textsuperscript{57–70}. In most of these techniques, a train of ultrashort pulses acts as an optical gate and the basic physical phenomena under use include FWM\textsuperscript{66}, XPM\textsuperscript{67}, nonlinear polarization rotation\textsuperscript{69} or Raman soliton self-frequency shift\textsuperscript{70}. On the other hand, signal amplification is also a critical function in many area of physics. Basically, optical amplification process refers to multiply an incident signal by increasing its global energy through an active gain medium pumped by an external pump beam. The large range of current and mature amplification techniques at telecommunication wavelengths involves Erbium doped fiber amplifiers, Raman-based amplifiers, semiconductor amplifiers or parametric processes. However, it is noteworthy that most of these techniques lead to an inherent degradation of the signal-to-noise ratio induced by the detrimental spontaneous emission of photons. Azaña and co-workers have suggested and experimentally validated a different scenario in which a linear redistribution of energy into a periodic pulse train through the self-imaging Talbot effect can lead to a noiseless amplification process\textsuperscript{71}, in which the peak pulse power increases, but the pulse energy stays the same.

In this section, an alternative approach is developed, allowing for the simultaneous sampling and magnification of an arbitrary shaped signal. This new method is based on the focusing effect that was explored previously in Section 2.1. After having provided an overview of the already existing sampling methods, the principle of operation of this method will be detailed. Simulations will be performed using the same modified Manakov model as in Section 2.1 to get a first observation of the effect and better insights on the phenomenon. From these simulations, a theoretical model is developed, in the same way as in Section 2.1, allowing for the fast calculation of an approximation of the result. To validate both models, experimental data is gathered. The magnification factor of the incoming signal after sampling is then studied by varying the pump power and monitoring its evolution. Finally, a conclusion will be drawn on the sampling system.

2.2.1 Examples of optical sampling techniques

In order to observe ultra-fast optical signals, it has been necessary to develop new methods. Indeed, the electronic components are limited to a bandwidth around 100 GHz (pulse width around 10 ps), while short optical pulses (below 1 ps) are now commonly used. One of the methods that was developed to respond to this problem was the optical sampling of those signals.
Figure 2.17: Principle of operation of an optical gate. When the control pulse is present with the input pulse, an output pulse is formed, its peak power being proportional to the pulse intensity at the control pulse time.

Figure 2.18: Signal sampling. The sampling window moves through the signal window, to get the signal intensity for each point.

To better observe a signal, it is possible to only observe it at given times, if the signal is periodic, and repeat the operation on the next incoming pulses. By compiling all those observations, it is possible to reconstruct the shape of the incoming signal. This operation is called sampling. To do this, the receiver only
gets a signal which is proportional to the input one at given times. To achieve this, an ultra-fast optical gate is used. Such a gate is opened when a pulse (the sampling signal) is given on one end, letting the signal through. This phenomenon is illustrated on Figure 2.17. Using this technique, the gate is opened at different times of the input signal window, allowing to get the intensity of the signal at this given time, as illustrated by Figure 2.18.

It can be noted that there are two main configurations used for sampling, that use different synchronization schemes of the signal wave and pump pulsed wave. Those correspond to the synchronous sampling and random sampling.

In the case of synchronized sampling, the signal and pump are synchronized, usually using a subharmonic of the emission frequency of the signal on the pump, but with a slight offset on the pump so that it can go through the whole time window of the signal. Such a setup is illustrated in Fig. 2.19. For example, using a signal at a frequency of 10 GHz, a pump at a frequency of 50 MHz − 1 Hz will be used. This frequency shift is done through a clock processing setup, and the output clock is also used as a trigger for the opto-electrical detector. The pump and signal emitters are also synchronized in emission. The sampling will thus be executed at given times in the signal temporal window, which is determined by the frequency offset of the pump. This sampling scheme is illustrated by Figure 2.18. In order to have a precise sampling, the frequency must then be as small as possible. However, if the offset is too small, sampling the whole time window will take a long time.

In the case of random sampling, the pump samples the signal at a random time. There is no synchronization between signal and pump, and thus no need to process the clock. In this case, the opto-electrical detector triggers on the signal, but it also receive the arrival time of the pulse source. Using this arrival time, and getting the intensity of the sample from the sampling gate, the detector is able to reconstruct the image of the signal pulse. A schematic description of the setup is illustrated on Figure 2.20. It should be noted that the arrival time detection is
crucial in this case. Indeed, if there is a time shift, it will be repercuted directly on the output, leading to errors in plotting and increased time-jitter.

Now that the main principle of the sampling has been explained, different types of optical gates that have been developed will be explained. There are two main types of gates: SFG based gates, and four wave mixing gates.

**Sum Frequency Generation based optical gate**

The SFG is a 2nd order nonlinear effect. When sending two signals with frequencies $\omega_1$ and $\omega_2$ in a nonlinear material, such as a LiIO$_3$ crystal, and under specific conditions, a third signal will be created, with a frequency $\omega_3 = \omega_1 + \omega_2$. This phenomenon is illustrated on Figure 2.21. It should be noted that the power of the input signals must be high enough and that quasi-phase matching of the signals has to be achieved in order to get SFG.

In order to create an optical gate from this phenomenon, $\omega_p$ is used for the pump, with high power, low FWHM pulses, and $\omega_s$ is used for the signal. When an $\omega_p$ pulse is then present, an $\omega_i$ pulse can be created, and the intensity of this pulse will be proportional to the intensity of the $\omega_s$ signal at this time. With this configuration, the $\omega_p$ signal is the trigger for the optical gate, allowing signal to go through only when it is present.
This phenomenon has been studied extensively over the years\cite{58,60,62}, leading to a lot of improvements allowing for sampling of pulses with a bandwidth of 1 THz, covering the C-band and L-band\cite{61}, and has been used more recently in the detection of extreme events measurements\cite{74}.

**Four wave mixing**

It is also possible to create an optical gate from FWM, the phenomenon of FWM being illustrated in Figure 2.22. For this, either a Semiconductor Optical Amplifier (SOA)\cite{75} or an optical fiber\cite{76} can be used. In both case, a high power pulsed pump at $\omega_p$ is sent copropagating with the signal to be sampled at $\omega_s$. The nonlinear interactions in the device (either SOA or optical fiber) creates through FWM an idler signal at a frequency of $\omega_i$ consisting of pulses intensity modulated by the input signal, allowing for measurement using slow speed detectors.

![Figure 2.22: FWM principle](image)

It is interesting to note that it took multiple years between the discovery of this method and its actual use in optical fibers. Indeed, the early fibers did not show enough nonlinearity that the pulse would go through without dispersion deformation and generate a sufficient FWM idler, making the method impractical\cite{65}.

**2.2.2 Principle of our method**

Similarly to the previous experiment Section 2.1, sampling and magnification is performed using two orthogonally polarized waves. On one axis of polarization is sent the pump, a high power high frequency sinusoidal wave. On the second axis of polarization is sent the signal, a wave with significantly lower power than the pump. The signal can be random as long as the variations of its intensity profile are slow enough and can be considered locally continuous compared to the pump. Indeed, the sampling will done at the frequency of the pump sinusoidal intensity profile, thus for the sampling to be accurate, the signal seen during the sampling time must remain approximately constant.

As illustrated in Fig. 2.23a, the pump pulses undergo reshaping during propagation through SPM and chromatic dispersion, first into parabolic pulses, then into
sharp-edge square pulses, creating a small dark structure in between two pulses. Similarly to Section 2.1, a chirp is induced on the signal pulses through XPM. The combination of this chirp and the dispersion observed by the signal pulses during propagation leads to the creation of a local periodic focusing regime. The energy of the signal wave is thus attracted towards the position of the dark structures that formed in the pump wave, leading to the creation of a pulse train on the signal. The envelope of this pulse train follows the shape of the initial signal but with higher peak powers, magnifying the observable envelop. The progressive apparition of the pulse train during propagation and the magnification of the signal envelope can be observed on Fig. 2.23b. To observe the efficiency of the sampling, numerical simulation of the phenomenon were performed. Experiments using the same parameters were then carried out in order to validate the model.

2.2.3 Simulations

The phenomenon of sampling was first studied through numerical simulation using the split-step Fourier method as described in Section 1.3, using the simplified model with the equations Eq. (2.4). As a reminder, those equations were derived by introducing the assumption that the pump wave has a much higher power than the signal wave, thus neglecting the signal-induced nonlinear effects.

An arbitrary shaped weak signal is first injected into the fiber. This signal is composed of the combination of two interleaving gaussians and has an average power of 10 dBm. A second wave, the pump, is injected with an orthogonal state of polarization to the signal. This wave is a pure-sinusoidal wave with a high average power of 26.5 dBm. The fiber used for the numerical simulation was characterized by a length of L = 5 km, a chromatic dispersion of $\beta_2 = 3.2 \text{ps}^2 \text{km}^{-1}$, a nonlinear Kerr coefficient of $\gamma = 1.7 \text{W}^{-1} \text{km}^{-1}$, and a loss coefficient $\alpha = 0.2 \text{dB km}^{-1}$.
which is exactly the same fiber as the one used previously. The results of these simulations are displayed on Fig. 2.24.

Figure 2.24: Sampling of a signal composed of two gaussians at a frequency of 40 GHz (a) Pump in (orange) and pump out (blue). (b) Signal in (orange) and signal out (blue). It can be observed that the signal is amplified four-fold. (c) Signal in (orange) and signal out (blue) normalized to 1. The sampled signal kept the initial signal envelope.

Fig. 2.24a illustrates the evolution of the pump. It is clearly seen that the pump pulses undergo reshaping during propagation, which leads to a wave-breaking of the pulses and creates very sharp edges, as was observed previously in Section 2.1.4. This reshaping indeed leads to the creation of a pulse train on the signal, as illustrated by Fig. 2.24b, where the pulse train is indeed observed at the end of the fiber. Magnification is also observed, as the energy of the signal is redistributed into compressed short pulses. The envelope of this pulse train conserves the shape of the input signal as displayed on Fig. 2.24c, where the input and output signal intensity of the simulation are normalized to 1 and superimposed, and the output pulses peaks are indeed shown to conserve the input envelope.

2.2.4 Theoretical model analysis

Seeing that this system answers to the same assumptions that were done in Section 2.1.5, the theoretical model developed previously can also be used. As the signal used in this sampling system is however different, the signal amplitude must be rewritten to take the initial envelope into account.

The cosines-like input $A_-(0, t) \equiv A_{ \text{in}}(t)$ pump reads as $A_{ \text{in}}(t) = P_0^{1/2} \cos(\omega_p t)$ to which corresponds two spectral components centered at $\pm\omega_p$. The weak input signal is assumed to be a slowly-varying waveform $A_+(0, t) \equiv A_{ \text{in}}(t)$, instead, whose corresponding optical spectrum is centered around $\omega = 0$ with a spectral
extension well below $\omega_p$. The FWM interaction among the sampling and signal waves leads to the generation of new spectral components centered around odd (even) multiples of $\omega_p$ in the pump (signal) spectrum. On the other hand, the different power-level of pump and signal makes their longitudinal evolution deeply different. As long as the fiber length does not exceed few nonlinear lengths, the level of the new spectral components generated by FWM in the pump spectrum remains 10 dB below the original components centered at $\pm\omega_p$. As in the previous section, the impact of these additional spectral components can thus be neglected as a first rough approximation, and it can be considered that the sinusoidal pump intensity profile is preserved upon propagation except for propagation losses, that is $|A_-(z,t)|^2 = P_0 \cos(\omega_p t)^2 \exp(-\alpha z)$. Note that this approximation remains still valid as long as the shock point undergone by the sampling wave only occurs in the last stage of propagation, which is the case for most of the power values considered in this section. In contrast, the generation of new spectral components cannot be neglected in the case of the weak signal, as their amplitude rapidly grows up to the peak-level of the input signal spectrum $\tilde{A}_{+,in}(\omega)$. Replica of $\tilde{A}_{+,in}(\omega)$ arise in the signal spectrum, centered around even-multiples of $\omega_p$, to which the following ansatz $A_+(z,t)$ corresponds:

$$A_+(z,t) = A_{+,in}(t) \left( \sum s_n(z) \exp(i\omega_n t) \right) \quad (2.13)$$

The same LDE as in Section 2.1.4 can then be obtained by introducing Eq. (2.13) in
Eq. (2.4). By solving this equation system, reconstructing the solution by injecting the results in Eq. (2.13), a good estimation of the output signal can be calculated very quickly without having to use the time consuming split-step Fourier method.

Fig. 2.25 illustrates the results from the resolution of the theoretical model for a pump power of 26.5 dBm. Similarly to numerical simulations, a magnification is observed, as shown on Fig. 2.25a, where the envelope of the output pulses is clearly higher than the input signal. Equally, Fig. 2.25b displays that the output signal pulse train conserves the envelope of the input signal by plotting both normalized to 1.

2.2.5 Experiment

As the phenomenon of sampling and magnification through XPM-induced chirp focusing appears out of simulations, an experimental study was done, first to validate those results, then to determine the experimental limitations such a system would bring.

![Diagram](image)

Figure 2.26: Arbitrary signal sampling experimental setup. Continuous wave (CW), Experimental setup used to sample an arbitrary signal Intensity Modulator (IM), Phase Modulator (PM), Erbium-doped Fiber Amplifier (EDFA), Polarization Controller (PC), Polarization Beam Splitter (PBS), Arbitrary Waveform Generator (AWG), Dispersion Shifted Fiber (DSF), Optical Sampling Oscilloscope (OSO), Electrical Sampling Oscilloscope (ESO), Optical Spectrum Analyser (OSA)

The setup designed for this experiment is illustrated on Fig. 2.26. To generate the signal to be sampled, a Continuous Wave Laser (CW Laser) emitting at 1550 nm is modulated by an IM, driven by an Arbitrary Waveform Generator (AWG). With this, a concatenation of two unbalanced gaussian pulses for a total
duration of a few nanoseconds is created. The pump wave is created by modulat-
ing a CW Laser at 1550 nm through a IM driven at its null-transmission point by
a 20 GHz frequency clock, in order to generate a pure carrier-suppressed 40 GHz
sinusoidal wave. Moreover, on this axis, a phase modulation at around 100 MHz
is added. As explained before in Section 2.1.3, this phase modulation helps to in-
crease the Brillouin threshold above the power levels involved in our experiment. Both components are then separately amplified through two independent EDFA, then are polarization-multiplexed in the fiber, using a PBS, ensuring their orthogo-
nality at the input of the fiber. Both waves are then injected into a 5 km normally
dispersive DSF ($\beta_2 = 3.2 \text{ps km}^{-2}$, $\gamma = 1.7 \text{W}^{-1} \text{km}^{-1}$, $\alpha = 0.2 \text{dB km}^{-1}$), then demultiplexed using a second PBS before being analyzed using either an Electrical Sampling Oscilloscope (ESO) or an OSO for the time domain, as well as an OSA to analyze the spectrum at the fiber output. Using this setup, it is possible to synchronize or not the intensity modulations of the signal and the pump, allowing for a study of the sampling either in the synchronized or random sampling scheme described in Section 2.2.1. A first experiment was thus carried out with synchronization to allow for the observation of the formation of a pulse train on the signal envelope, a clear signature of the sampling of the signal. Then, the synchronization was removed, allowing for random sampling of the signal, leading to a better temporal resolution of the output envelope.

Figure 2.27: Normalized output in the temporal domain for an input pump power
of 26.5 dBm (a) Sampled output signal (blue) and input signal (orange). The
envelope of the signal is conserved by the generated pulse train (b) Output pump
intensity profile, with apparent wave-breaking

The first experimental study was performed using the synchronisation between
the signal and pump electrical waveform generators, to allow for the monitoring
of the generation of the pulse train on the signal wave. Fig. 2.27 is obtained
by sending a signal wave composed, similarly to Section 2.2.3, of two interleaved
gaussian pulses, as displayed in orange on Fig. 2.27a, and the orthogonal sinusoidal
pump, at a high power of 26.5 dBm. At the output of the fiber, the high-repetition-rate pulse train generated through the sampling process on the signal wave is clearly observed, and the shape of its envelope exactly follows as the input signal, as expected from the simulations. Fig. 2.27b displays the output pump wave.

![Figure 2.27b](image)

**Figure 2.28:** Evolution of the outer envelope of the signal with the pump power

However, in a multitude of systems, the signal and the pump will usually not be synchronized. Thus, new measurements were performed by removing the synchronization between the signal and the pump electrical modulation. In this configuration, the pulse train appearing on the signal cannot be resolved anymore. By acquiring multiple traces of the signal intensity and superimposing them, a cloud of points is thus obtained, of which the envelope correspond to the actual pulse train envelope, allowing for the measurement of the magnification factor. The resulting sampled signal is illustrated in Fig. 2.28 as a function of pump power. A magnifying coefficient up to 5.5 is then achieved.

By measuring the spectrum at the output of the fiber using an OSA, the spectrum of the signal was observed experimentally, and is illustrated on Fig. 2.29 for a pump power of 26.5 dBm. On this figure, the numerical spectrum is also shown. The theoretical points are the values of the factors $s_n$ calculated by solving Eq. (2.11) for $z = L$, $n_c < 9$, and plotted at the wavelength equivalent to their associated frequency $\omega_n$, considering the central peak to be 1550.11 nm, similarly to the experimental central peak. The spectrums were normalized so that the central peak intensity is 0 dBm. It can be observed that while the experimental spectrum matches very well with the numerical one, the two harmonics right next to the central one in the theoretical calculations do not match the experimental spectrum correctly. This comes from the fact that strong assumptions were done to
2.2.6 Impact of the pump power on the sampling

As was explained in Section 2.2.2, the chirp induced by the pump through XPM on the signal wave is one of the main parameters that influences the strength of the sampling. In order to better understand its effect on the sampling, and particularly on the magnification factor of the signal, the pump power was varied from 16 dBm to 28 dBm experimentally, numerically and theoretically.

One first effect observed was the evolution of the magnification factor. As displayed on Fig. 2.30, the signal envelope is not magnified for low powers (at 16 dBm), while a factor up to 5 is achieved experimentally for a pump power of 27.5 dBm. While the curves are very close to one another at low powers, they start to drift apart for higher powers for two reasons. First, the Brillouin limits the
sampling in the experimental case, making the sampling less efficient than in the case of the numerical simulation, thus reducing the magnification. At the same time, the Brillouin was experimentally observed to be one of the reasons that the magnification factor saturated. In the theoretical case however, it was pointed out in Section 2.2.3 that the theoretical model developed is only true while the pump pulses do not undergo wavebreaking. As this condition is not respected anymore for higher pump powers, a drift between the theoretical solution and the experimental measurements appears.

The effect of magnification is directly linked to the efficiency of the signal sampling, as the whole pulse energy is compressed into smaller time frames, leading to higher peak powers. Thus, if the sampling is less efficient, \textit{i.e.} at low pump power, the signal pulse train will be less well-formed, while it will improve at higher power, as illustrated by the simulation from Fig. 2.31. Then, as the power keeps increasing, the effects that were observed in Section 2.1.7, namely the pulses deformation and pedestals formation, will start to appear, reducing the quality of the pulse train and the magnification factor as well, as illustrated by the simulation at 30 dBm on Fig. 2.31.
Figure 2.31: Evolution of the sampling pulse train with pump power. The pulses have a higher peak power at high pump power

2.3 Conclusion

In this chapter, two applications of Cross-Phase Modulation polarization were developed. First, a pulse generation system through the compression of a beat signal was created by sending two orthogonally polarized waves copropagating in a normally dispersive fiber, a low power sinusoidal signal and a high power interleaved pump. During propagation, the pump pulses broaden, leading to the formation of dark structures in between them at the point of highest intensity on the signal, leading to the induction of a chirp on the signal that creates a locally focusing regime on the signal pulses through Cross-Phase Modulation and dispersion, allowing the compression of the signal pulses. A simplified numerical model was developed, taking into account the large power difference between the pump and signal. This new model allowed for the derivation of a theoretical model based on LDE, allowing for a very fast approximation of the output pulses (under conditions) without having to solve the numerical model using the time consuming split-step Fourier method. Both numerical and theoretical computations were shown to be in accordance with the experimental observations, and thus validated. It was shown, however, that this process is limited by multiple factors, such as Brillouin scattering appearing out of the high power of the pump, potential compression saturation and pedestals apparition due to wave breaking, as well as pulse deformation due to bad interleaving of the input waves. To conclude, a 3.3 ps pulse train at a repetition rate of 40 GHz was created through this method, being the first single step method of pulse compression in normally dispersive fibers.
In a second part, a process based on the same physical effects was developed to sample and magnify an arbitrary signal. Similarly, two waves were injected and propagate with orthogonal polarization in a normal dispersion fiber, *i.e.* a high power sinusoidal pump and a low power signal for which the intensity variations are slow compared to the pump. By the same process of XPM induction, a chirp is generated on the signal wave, creating a locally focusing regime around the dark structures that appeared in the pump. Thus, the energy in the signal is redistributed into short pulses. The envelope of the newly created pulse train was demonstrated to be of the same shape as the input signal one, but magnified.

To demonstrate this effect, the system was studied experimentally, allowing for both the observation of the pulse train in the signal wave and the study of the evolution of the magnification factor with the pump power, showing an increase in the magnification with increasing power until wave-breaking, which then leads to a degradation of the generated pulses, thus to a degradation of the magnification factor. Again, the Brillouin scattering also lead to a degradation of the results by limiting the pump power. Those results were validated using the same simplified Manakov model that was developed for the previously studied pulse generation, and theoretical model that was adapted to take into account for the envelope shape of the signal. A magnification factor up to 5 was observed.

The results obtained in both experiments demonstrate the possibility of compression of a signal at specific temporal location in a normally dispersive fiber. Thus, it is possible to think of multiple applications of this phenomenon such as the resynchronization of signals or clocking.
Chapter 3

Polarization Domain Walls

3.1 Introduction

A Domain Wall (DW) is a type of topological defect that connects two stable states of a physical system, topological meaning that the shape of the defect is conserved under continuous deformation. DWs are known to be formed, as a result of a spontaneous symmetry-breaking phase transition in a variety of contexts, among which the most common are magnetism\(^79\), condensed matter\(^80\), spinor Bose–Einstein condensates\(^81\), biological physics (energy transfer in proteins and DNA fluctuations, deoxyribonucleic acid)\(^80\), or particle physics and string theory\(^82\). They also appear as kink structures in close analogy with the celebrated kink solutions of the Sine-Gordon equation\(^80\). DW structures have been widely studied in ferromagnetic materials\(^79\), in which they are known to bind regions in which all spins or magnetic dipoles are aligned in different directions\(^79,80,83–86\). Their unique properties are exploited in modern spintronic devices to store or transfer information\(^87–90\). Despite the fact that DWs have been the subject of numerous studies in ferromagnetism, it is important to note that their equivalent in optics have been poorly exploited so far. This work was done in close collaboration with Mr. Pierre-Yves Bony, Mr. Massimiliano Guasoni and Mr. Javier Nuño.

Optical Domain Walls

Originally, optical DWs referred to vectorial structures that had been predicted theoretically in the defocusing regime of an isotropic single-mode fibre more than 20 years ago\(^91–95\). They are fundamentally related to the Berkhoer and Zakharov modulational instability phenomenon\(^12\). The DW corresponds to a localized structure of the kink type that connects two regions of space with different polarizations, the kink structure being defined as the solitonic structure creating the transition from on polarization to the other. In the transition region, the electromagnetic
field switches between two stable states with orthogonal circular polarizations (note that in optical fibres the dynamics is purely temporal and the time along a pulse plays the role of the spatial variable) as illustrated in Fig. 3.1. In this framework, the fast polarization knots lead to two anticorrelated coupled twin waves, where the strong binding force imposed by the cross-phase interaction can compensate for linear and nonlinear impairments induced by normal chromatic dispersion and self-phase modulation, respectively\(^95\). The polarization distribution is then locked along the propagation within well-defined and robust temporal regions interconnected by Polarization Domain Walls (PDW)\(^93\).

![Figure 3.1: Polarization switch between two orthogonal circular polarizations](image)

Owing to their topological nature, a transmission system based on PDWs simply relies on fast polarization switching along the domain edges. As a result, the domains of polarization can be of any time duration and thus can be encoded individually to carry optical data\(^96\)–\(^98\). Similarly to the classical bright scalar solitons\(^99\), the topological nature of PDWs makes them strongly robust with respect to external perturbations such as temporal or amplitude fluctuations\(^91\),\(^96\). This property is fundamentally linked to their topological nature, featuring an energy (Hamiltonian) minimum at both sides of the kink. Therefore, their robustness and attractive properties could find numerous applications in optical communications, all-optical processing, data storage and fibre laser devices. However, so far, PDWs remain essentially unexplored experimentally.

In 1999, Kockaert et al. experimentally investigated the vectorial modulational instability process in a small 1 m piece of isotropic fibre and reported an indirect observation of anticorrelated polarization dynamics\(^99\),\(^100\), thus validating the theoretical predictions of Berkhoer and Zakharov. In a different context, antiphase behaviour on a nanosecond scale has been reported in fibre ring laser cavities\(^101\),\(^102\) and interpreted recently in terms of PDW-like temporal structures\(^103\),\(^104\). Similar antiphase polarization switching has also been observed by Marconi and co-workers.
in a vertical-cavity surface-emitting laser\textsuperscript{105}, which revealed a novel form of dissipative cavity soliton\textsuperscript{105,106}. It is important to remember that PDWs reported in laser systems refer to a completely different physics: an optical cavity is inherently a dissipative system\textsuperscript{107}, which is a marked distinction from the conservative system considered here.

In this part, the observation of PDWs in the classical optical fibres commonly used in optical communications will be detailed. From a broader perspective, it is found that modern conventional fibres exhibit previously unrevealed peculiar properties, which are shown to support the existence of PDWs in any arbitrary polarization basis. For this reason, the novel class of polarization structures reported here has been termed as universal PDW. More specifically, a genuine demonstration of the existence of these fundamental structures and exploit their unique topological properties for optical data transmission beyond the nonlinear Kerr-induced limitations of classical normally dispersive fibres is provided. More unexpectedly, the robust attraction properties of these entities, manifested as the spontaneous emergence of synchronized PDWs from a system of incoherent random waves, leading to a phenomenon of polarization segregation, in analogy with the fundamental order-disorder phase transition in ferromagnetic materials is also highlighted. Finally, the present observation of PDWs in standard optical fibres raises important questions concerning the limits of the validity of the Manakov model for modern standard optical fibres. A new model is thus proposed, studied and linked to both the Manakov and the isotropic model, opening a new domain of exploration in between them.

3.2 State of the art

As the bright soliton and MI arise from a stable or unstable interaction of the dispersion and the SPM in anomalous dispersion fibers, it was intuited by Christodoulides and Joseph\textsuperscript{108} and independently by Tratnik and Sipe\textsuperscript{109} from the theoretical prediction of Polarization Modulation Instability (PMI)\textsuperscript{12} that bound states similar to the bright soliton should exist, arising from the interaction between linear and nonlinear coupling effects between two orthogonal polarization states. Such bound structures were demonstrated in the way of coupled dark and bright soliton by Christodoulides\textsuperscript{110} in birefringent media, and were shown to exist theoretically in non-birefringent media by Haelterman et al.\textsuperscript{111,112}.

Haelterman went further in studying the stability of the coupled system of
NLSE in the circularly polarized basis defined by

\[
\begin{align*}
    i \frac{\partial A_+}{\partial z} - \frac{1}{2} \frac{\partial^2 A_+}{\partial T^2} + \left( |A_+|^2 + \sigma |A_-|^2 \right) A_+ &= 0 \\
    i \frac{\partial A_-}{\partial z} - \frac{1}{2} \frac{\partial^2 A_-}{\partial T^2} + \left( |A_-|^2 + \sigma |A_+|^2 \right) A_- &= 0
\end{align*}
\]  

(3.1)

where \( A_+ \) and \( A_- \) are the envelopes of, respectively, the right-hand and left-hand circularly polarized components of the signal, \( z \) is the spatial position in the fiber, \( T \) is the time coordinate in a reference frame travelling at the group velocity of the light, and \( \sigma \) is the XPM coefficient. We are now looking for stationary periodic solution of the form

\[
\begin{align*}
    A_+ &= u(T) \exp(i\beta z) \\
    A_- &= v(T) \exp(i\beta z)
\end{align*}
\]  

(3.2) \hspace{1cm} (3.3)

where the functions \( u, v \) and the propagation constant \( \beta \) are real, that those functions follow a set of coupled ordinary differential equations given by

\[
\begin{align*}
    \frac{1}{2} \ddot{u} + \beta u - u^3 - \sigma v^2 u &= 0 \\
    \frac{1}{2} \ddot{v} + \beta v - v^3 - \sigma u^2 v &= 0
\end{align*}
\]  

(3.4)

that represent the equations of movement of a unit mass in a potential given by

\[
V = \beta(u^2 + v^2) - \frac{1}{2}(u^4 + v^4) - \sigma(u^2 - v^2)
\]  

(3.5)

The solitary solutions to Eq. (3.1) correspond to the trajectories separating the maxima of this potential. The potential is plotted on Fig. 3.2, and the separatrices displayed represent the different solitonic structures. The separatrices joining the opposing maxima represent the circularly polarized NLSE dark soliton, while the separatrices joining the opposite saddle points represent the linearly polarized dark solitons. By studying the separatrices joining the adjacent maxima, it was shown that they also represent a solitonic structure, the PDW.

Those structures were later generated experimentally by Pitois et al.\textsuperscript{113} in a 1 m fiber that could be considered isotropic. The same experiment allowed for the confirmation of the generation of PMI in isotropic-like fibers, indicating a link between the two phenomenon, similarly to the link observed between the bright soliton and scalar MI in anomalous dispersive fiber. The PMI characteristics theoretically described by Berkhoer and Zakharov\textsuperscript{12} were demonstrated experimentally. The PMI
bands generated were indeed proven orthogonal to the pump and the frequency cut and gain generated were in accordance with the theory.

From this point, the study of PDW is expanded by the following sections, first observing the formation and propagation of PDW in longer fibers, then by transmitting data using this phenomenon. As the previous model suggests, if PDW are observed in a fiber, PMI should also be observed. A study of PMI in the fibers used for the PDW transmission was also performed and an extended model was developed to explain the observations of this chapter.

### 3.3 Observation of polarization domain walls

In order to better understand the PDW, experimental and numerical generation of the structures were performed. The experimental generation and propagation through an optical fiber will be discussed before the corresponding simulations are done, using an adapted Manakov model that phenomenologically takes into account the intrinsic characteristics of the fiber, used so that the formation of
PDW is possible.

### 3.3.1 Experimental setup

In order to create PDW, a polarization switch between two orthogonal polarizations must be created, as illustrated by Fig. 3.1. A simple way to do this is to create a single periodic signal, in this case at a clock frequency of 28 GHz, divide it in two replicas then delay one of the two signal by half a period before recombining the signals using a PBS, to ensure that the signals are orthogonal. The interleaving of signals on the polarization axes will effectively create a polarization switch at the edges of the signals, the speed of the switch being determined by the raising and falling time of the pulses on each axis of polarization.

![Diagram](image)

**Figure 3.3:** Experimental setup for the generation and transmission of PDW. CW: continuous wave, PM: Phase Modulator, IM: Intensity Modulator, PPG: Pulse Pattern Generator, PC: Polarization Controller, PWS: Polarization WaveShaper, PBS: Polarization Beam Splitter, EDFA: Erbium-doped Fiber Amplifier, TWHD: TrueWave High-Dispersion fiber.

To achieve this, the setup illustrated in Fig. 3.3 was used. A CW laser is first modulated by a Phase Modulator (PM) driven by a triple tone Radiofrequency (RF) signal, at frequencies of 52 MHz, 203 MHz and 506 MHz in order to reduce the Brillouin threshold and reach higher powers during the experiment\(^2\). The signal is then encoded in intensity using a 40 GHz bandwidth intensity modulator driven by a simple two bit sequence of 0 and 1 at a bit rate of 28 Gbits/s provided by the electrical multiplexing of two Non-Return to Zero (NRZ) Pulse Pattern Generator (PPG). The signal thus created consists in pulses with a duration of 30 ps (numerically fitted with a 2th order super-gaussian) at a repetition rate of 14 GHz, with a duty cycle of 1:2, as illustrated on Fig. 3.4. The rise and fall time of the pulses were measured to be 8 ps. This signal was then injected at 45° of the axes of a PWS. The PWS allowed to finely adjust for each arm power and delay, to obtain precise interleaving of the signals and the exact same power on
each polarization axis. At the output, both arms were recombined on orthogonal polarization axes using a PBS, ensuring the orthogonality of the signals. The full signal is then amplified through an EDFA, and sent in a 10 km TrueWave High-Dispersion fiber (TWHD) fiber, characterized by a chromatic dispersion of $D = -14.5 \text{ ps nm}^{-1} \text{ km}^{-1}$ at a wavelength of 1550 nm, a PMD of $0.02 \text{ ps km}^{-1/2}$, a loss coefficient $\alpha = 0.2 \text{ dB km}^{-1}$ and a nonlinear Kerr-coefficient of $\gamma = 2.5 \text{ W}^{-1} \text{ km}^{-1}$. After propagation, the signal was demultiplexed in polarization using a second PBS, associated with a Polarization Controller (PC). This allowed to observe each polarization axis independently on the input polarization basis, by visualizing them via a dual-input ESO inputting from two 70 GHz bandwidth photodiode. The input polarization basis was obtained by switching off one of the two input axes of polarization and minimizing the signal on one of the output PBS arms, ensuring that most of the output power is present on the second arm of the PBS.

![Image](image_url)

**Figure 3.4:** Experimental input signal intensities. The total intensity (sum of the two polarization components) is almost constant.

It is important to remark multiple characteristics for this setup. First, when recombined after the first PBS, the total signal intensity profile is almost constant, as observed on Fig. 3.4. This is indeed expected, as it is the polarization switch that creates the PDW, and having a constant total power indicates adequate interleaving and power equilibrium between the two orthogonal polarizations. It can also be noted that thanks to the PC before the fiber, the input polarization basis can be randomly chosen, making the PDW universal. As long as both polarization are orthogonal to one another and the kink structure is present, the input polarization basis seems to have no incidence, contrary to the results obtained by Haelterman et al.\textsuperscript{91}, which demonstrate the apparition of PDW only in the circular polarization basis.

Finally, it is important to note that the fiber that was used is equivalent to a standard telecommunication fiber in that it exhibits a randomly distributed
residual birefringence, and an imposed birefringence spinning aimed at controlling the natural birefringence fluctuations. This spinning and its effect will be explained in more details in Section 3.6.3.

3.3.2 Experimental results

To assess the apparition of the PDW during propagation, the same signal was sent propagating, with and without the polarization knots, which in effect was equivalent to sending one polarization axis or both of them. By increasing the average power of the input signal, the nonlinear effects (SPM, and eventually XPM) undergone during propagation increase. As the power increases, the equilibrium created between the chromatic dispersion, SPM and XPM when the kink structures are present is expected to be apparent by observing almost undistorted output signals in each of the orthogonal polarization components.

![Figure 3.5: Output of one polarization axis of the fiber with and without the second axis of polarization at an average power of 26 dBm. Dashed: input signal, blue: output for a single axis of polarization propagating, green and orange solid: experimental data for the two axes of polarization copropagating, circles: simulated stationary state for two copropagating polarization.](image)

As can be seen on Fig. 3.5, when a single axis of polarization is transmitted through the fiber, the signal undergoes the standard chromatic dispersion and SPM effects, leading to a rapid deterioration of the signal and loss of the initial shape, increased by overlapping between adjacent pulses. However, when the second polarization axis is copropagating, interlock between both signals leads to a propagation without deformation, highlighting the propagation of PDW structures. The edges of the two orthogonal signals are clearly conserved, even if slightly deformed, indicating the presence of a solitonic structure at the polarization switch location. The simulation was also performed until the stationary state in which there were...
no deformation of the signal anymore appeared. It can be observed that the experimental results are very close to this state, confirming the robustness of the equilibrium.

Figure 3.6: Observation of PDW solitons. (a) Normalized Output signal without the orthogonal axis of polarization copropagating (b) Normalized Output signal with orthogonal axis (c) Evolution of the pulses edges of the PDW with input power (on a single axis), orange: 10 dBm, green: 20 dBm, red: 26 dBm (d) Evolution of the correlation factor between input and output with injected power, circles: single signal propagation, diamonds: two signals copropagating

Fig. 3.6a displays the experimental intensity profile as a function of injected power and time. Even though the signal can be injected and retrieved with relatively low error at weak average powers when sent alone, the wave-breaking at high powers will completely change the energy distribution of the signal, making telecommunication transmission impossible. However, Fig. 3.6b shows that when the complementary signal is injected and copropagates on the orthogonal axis of polarization through the fiber, the created interlock leads to a high quality transmission of the input signals. The PDW were not observed at higher power than 26 dBm as Brillouin scattering becomes too significant.
Finally, Fig. 3.6d shows the evolution of the correlation between the input and output signals. The correlation is calculated by Eq. (3.6)\(^{114}\):

\[
\rho(U_{in}, U_{out}) = \frac{\langle U_{in} U_{out} \rangle}{\sqrt{\langle U_{in}^2 \rangle \langle U_{out}^2 \rangle}}
\]

with \(U_{in}\) and \(U_{out}\), respectively the input and output signal intensity. This correlation coefficient is close to 1 when the signals are correlated, to 0.5 when no correlation is observed and to 0 when the signals are anti-correlated. This means that on Fig. 3.6d, when the coefficient is close to 1, the shape of the output is very close to the one of the input signal. Thus it can be seen that when sending a single polarization axis, the input signal is quickly lost, with almost no correlation with the shape of the input signal, while it is very well conserved and even improves at higher power levels when sending both polarization axes. While at low powers the signals undergo only chromatic dispersion as a significant effect during propagation, increasing power enhances the nonlinear effects, thus allowing for PDW propagation and better conservation of the initial edges.

### 3.3.3 Simulations results

As shown by Haelterman et al.\(^{91}\), the Manakov model does not allow for the generation of PDW when the random birefringence is taken into account, as the ratio between XPM and SPM is 1. Extending the Manakov model, they introduced a new model, including a cross-phase modulation factor superior to 1. This model is defined by the coupled equations

\[
i \frac{\partial A_+}{\partial z} = -\frac{\alpha}{2} A_+ + \frac{\beta_2}{2} \frac{\partial^2 A_+}{\partial T^2} - \gamma \left( |A_+|^2 + C_{XPM} |A_-|^2 \right) A_+ \tag{3.7}
\]

\[
i \frac{\partial A_-}{\partial z} = -\frac{\alpha}{2} A_- + \frac{\beta_2}{2} \frac{\partial^2 A_-}{\partial T^2} - \gamma \left( |A_-|^2 + C_{XPM} |A_+|^2 \right) A_- \tag{3.8}
\]

where \(A_+\) and \(A_-\) are the orthogonal polarization components of the signal, \(z\) is the propagation coordinate along the fiber, \(T\) the local time in the reference frame of the fields, \(\beta_2\) the chromatic dispersion coefficient of the fiber, \(\gamma\) the nonlinear coefficient of the fiber, \(\alpha\) the losses coefficient of the fiber, and \(C_{XPM}\) the XPM coefficient being intrinsic to the fiber material. By fitting the experimental data numerically, an XPM value of 1.3 was obtained, which also fits properly the stationary solution. It must be noted that the coefficient determined will only be valid for the fiber used during the experiment, the factor being material dependant\(^{93}\).

Using this cross-correlation coefficient, simulations were done to explore the behaviour of the PDW outside the limitations of the experiment. Fig. 3.7a and
Figure 3.7: Simulation of PDW solitons. The white dashed line is the power at which the experiment stopped (a) Output signal without the orthogonal axis of polarization copropagating, (b) Output signal with orthogonal axis, (c) evolution of the pulse edges with input power, orange: 5 dBm, green: 20 dBm, red: 26 dBm, purple: 30 dBm, circles: input (d) Evolution of the correlation factor between input and output with output power, circles: single signal propagation, diamonds: two signals copropagating.

Fig. 3.7b respectively display the output signal of the fiber when a single or both signals are sent copropagating. The white dashed line shows the limit of the experimental results. Similarly to the experimental case, Fig. 3.7a displays that the input signal shape is quickly lost as the power increases, while it is well conserved with the copropagating wave, as shown in Fig. 3.7b. However, it can be observed that at low powers, a similar feature appears for both cases, which was not observed during the experiment while the two waves were copropagating. A small peak appears in between the main pulses, and increases when the power increases in the single polarization propagation case, but disappears completely at high power when propagating PDW. This feature comes from the dispersion of the pulses, and is pushed back away to the main pulses as the power increases by the chirp.
generated by the pulses on the other polarization axes. This can be observed on Fig. 3.7b between 17 dBm and 26 dBm, where the small bump disappears and the main one broadens. Fig. 3.7c shows the evolution of the pulses with power. Broadening similar to Fig. 3.6c can be observed, the curve colors between the two figures being for corresponding powers. However, a curve at 30 dBm was also plotted here, and displays the behaviour of the PDW for increasing power when the equilibrium is reached. As can be seen, the pulse edges sharpen significantly when the power goes from 26 dBm to 30 dBm, becoming even sharper than the input pulse edges. This validates the assumption that SPM, XPM and chromatic dispersion all play a part in the generation of PDW, making them of a different nature to those observed in the backward wave configuration by Pitois et al.\textsuperscript{115}.

Finally, Fig. 3.7d exhibits the same correlation as for the experimental data reported on Fig. 3.6, meaning that the single propagating wave sees a drop in correlation with the input signal as the power increases, while the dual propagating wave sees no change, and is even better correlated to the input for higher powers. At the highest powers (> 26 dBm), the correlation goes back up for the single propagating wave. However, as can be clearly seen on Fig. 3.7a, the signal is completely lost and the slight correlation improvement is not significant of an increase of the transmission quality.

### 3.3.4 Limitations and perspectives

Similarly to the limitations encountered in Chapter 2, Brillouin scattering is one of the main limitations of this experiment. The increase of the Brillouin threshold gained using the triple-tone phase modulation, however, allowed for a maximum mean power of 29 dBm which permitted for first observations of the PDW. Attaining higher pulse peak powers can be achieved by carving the signal in half and leaving the rest to 0, then amplifying the newly created signal. This method will be explained in more details and used in Section 3.4.

The PDW were, in this section, generated using pulses with a fixed rising and falling time, which were modified with the equilibrium formed by the SPM, XPM and chromatic dispersion. By varying the parameters of the gaussian (order, width), a range of rising and falling times would be available to study, and the limits of the equilibrium could be studied in more details, such as the minimum and maximum limit rising time allowing for the formation of PDW, and the possible convergence of the rising and falling times for a given power after propagation over very long distances.
3.4 Transmission of data encoded as polarization domain walls

In Section 3.3, it was demonstrated that it is possible to transmit signals with almost no deformation of its temporal intensity profile, by creating a periodic PDW. In this previous experiment, what was effectively achieved was the transmission of signals composed of alternating 1 and 0. In order to extend on the idea of transmitting an NRZ encoded signal, a new experiment was designed, allowing to send any arbitrary data using PDW solitons. Transmitting such an energy distribution without deformation would also prove the localized nature of the PDW by showing the same repartition of energy after propagation, demonstrating their individual nature and robustness to external factors.

As a proof of concept, the name of the European project financing this thesis, ‘PETAL’, was transmitted in ASCII and encoded as an NRZ signal through 50 km of TWHD fiber, with its complementary signal copropagating on the orthogonal axis of polarization in order to create polarization knots. The setup used to generate this transmission is first detailed, expliciting the signals used, before the results obtained by the transmission of the encoded waves are displayed and analyzed. The impact of the generation of PDW on the data transmission will be explained and a conclusion on the characteristics of the PDW demonstrated by this experiment will be drawn.

3.4.1 Experimental setup

The basic principle of creation of a switching polarization wave encoded as NRZ is the same as was previously described in Section 3.3.1. By introducing the signal on one axis of polarization and its complementary on the orthogonal polarization, a signal of constant total power with switches at the rising and falling edges of the signal is created, thus forming kink structures. The signal that was encoded in the wave as an NRZ signal was the word ‘PETAL’, the name of the European project that financed this PhD, translated as an ASCII bit-word, which is translated on Eq. (3.9). Its complementary was also translated on Eq. (3.10) At the beginning of the signal were added 6 extra 1 bits, as illustrated in Fig. 3.8 that act as buffer to protect the edge bits from deformation induced by chromatic dispersion, SPM, and XPM, while those 6 extra bits were added at the end of the complementary signal, to protect the end of the word. Similarly, both buffers could have been added to either the signal or its complementary wave and have the same protection effect, as long as the buffer was large enough.
In Section 3.3.4 was introduced the concept of signal cutting, to increase the peak power of the pulses injected into the fiber. In the previous experiment, every bit of the 2-bit sequence was used, with one bit at 1 and one bit at 0. By amplifying to a average power of 20 dBm, the peak power of the pulses would be exactly this power, when sending both polarization axes, as the resulting total signal is constant in intensity. If, however, the length of the sequence is changed to a 4 bits, meaning having ‘1000’ on one axis and ‘0100’ on the second axis, the average power would still be 20 dBm, but a duty cycle of 1:2 over the whole signal is created, thus increasing the peak power of the pulses to 23 dBm, twice as much in the ideal case. When propagating data using PDW, the same principle was used. Indeed, the total length of the bit repeated pattern was of 128 bit, but the total used word length (meaning the word ‘PETAL’ as ASCII with the two 6 bit buffers) was of 52 bits. This results in a peak power 2.5 times larger as the average power of the amplified signal when both polarization are injected. However, this process is limited, and the background noise amplification and amplifier noise are not taken into account in those calculations. Thus, while the amplification will be higher for a single signal, the factor calculated previously will not be reached, and noise could be generated from the EDFA. This method of generation of pulses however allows to reach much higher peak powers with a low mean power, thus limiting the generation of Brillouin scattering that was the main limitation in the previous experiments.
Figure 3.9: Experimental setup for the transmission of NRZ data in a 50 km fiber. CW: continuous wave, PM: Phase Modulator, IM: Intensity Modulator, PPG: Pulse Pattern Generator, PC: Polarization Controller, PWS: Polarization WaveShaper, EDFA: Erbium-doped Fiber Amplifier, TWHD: TrueWave High-Dispersion fiber, PBS: Polarization Beam Splitter

The experimental setup used to obtain this signal is illustrated on Fig. 3.9 and the inputs on Fig. 3.10. A CW laser was first phase modulated in order to reduce the Brillouin scattering using the same method as in Section 3.3.1 and the same triple-tone RF driving signal. This signal is then divided in two branches of equal intensity using a polarization maintaining 50:50 coupler. The replicas are then intensity modulated in parallel through two intensity modulators, one driven by the phase-matched data, the second by \( \overline{\text{data}} \), to which the buffers had been added, given by the 10 Gbit s\(^{-1}\) NRZ PPG. The two signals are then synchronized in time.
adjusted in intensity and recombined on orthogonal polarization axes using a PWS. The total signal is then amplified using a 33 dBm EDFA and injected into a first 25 km spool of fiber (TrueWave high-dispersion fiber, characterized by a chromatic dispersion of \( D = -14.5 \text{ps nm}^{-1} \text{km}^{-1} \) at a wavelength of 1550 nm, a PMD of \( 0.02 \text{ps km}^{-1/2} \), a loss coefficient \( \alpha = 0.2 \text{dB km}^{-1} \) and a nonlinear Kerr-coefficient of \( \gamma = 2.5 \text{W}^{-1} \text{km}^{-1} \), the same type of fiber as in Section 3.3.1). After propagation in the first fiber, the signal is reamplified using a second EDFA then sent into a second identical fiber, for a total propagation distance of 50 km, increasing the propagation length of the data by a factor of 5 compared to the experiment of Section 3.3. At the output of the second fiber, the signal is demultiplexed using the combination of a PC and a PBS allowing to observe both polarization components on a 70 GHz ESO, using the same method at the output as in Section 3.3.1.

### 3.4.2 Experimental results

The output signals were monitored and their evolution with input power was recorded. When a single axis of polarization was sent at the input (no formation of PDW), the data that can still be distinguished for the low input powers (in the linear regime) is completely lost when the power increases, the pulses being degraded through chromatic dispersion and SPM. This can be observed on Fig. 3.11a. On the other hand, when both orthogonal signals are propagating in the fiber (creation of PDW), it can be clearly seen on Fig. 3.11b that the energy is confined between the multiple PDW, leading to a conservation of the information sent at the input of the fiber, from as low power as 10 dBm to up to 26 dBm of average power. The output temporal profile for an initial power of 24 dBm is plotted on Fig. 3.11c. While the single propagating signal has been deformed by dispersion and SPM (in Green), the two copropagating signals can be seen to be still containing the input information (orange and blue).

Fig. 3.11b displays that while the data is indeed preserved, the extra buffer suffer from temporal deformation due to chromatic dispersion and SPM, thus protecting the actual data transmitted. Indeed, without the buffer, the first bits of the signal would have been the ones affected by deformation, leading to a degradation of the input signal. The buffer being large enough, the undesired effects did not reach the propagating signal for this length of propagation. In this configuration however, a longer propagation might indeed lead to loss of signal, the buffer not being large enough to protect the data packet.

Fig. 3.11d finally shows the effect of the formation of DW on the signal spectrum. When a single polarization is injected into the fiber, broadening of the spectrum by SPM is observed as expected. However, when the two polarizations are sent, the spectrum broadening is greatly reduced. Indeed, the chirp created by SPM is compensated by the XPM induced by the orthogonal polarization compo-
ponent, leading to a conservation of the spectrum.

Figure 3.11: Evolution of the output signal with power after propagation in a 50 km TWHD (a) Single components of polarization at the input (b) Both components of polarization at the input (c) Temporal signal for an average input power of 24 dBm after propagation. Green: single components of polarization as input, orange and blue: copropagating orthogonal signals (d) Spectrum evolution with power, without (top) and without (bottom) the second signal copropagating.

3.4.3 Simulations results

After seeing that it is indeed possible to transmit data using PDW, it was necessary to validate that the phenomenological model developed in Section 3.3 is actually correct. For that, the same data than during the experiment was simulated to propagate through 2 successive 25 km fibers, in the same setup as during the experiment, with amplification in between the two fibers. For these simulations, the model described by Eq. (3.7) and Eq. (3.8) was used, with a cross-correlation
The simulation was done in two steps, including the reamplification of the signal in between the two fibers. The coefficient \( C_{XPM} = 1.3 \). The simulation was done with the same fiber parameters and powers as the experiment. The input signals were \( \text{data} \) and \( \overline{\text{data}} \), each pulse being modeled by a 4\(^{th}\)-order super-gaussian. The results can be seen on Fig. 3.12.

Similarly to the experimental results, Fig. 3.12a shows the output intensity profile after the propagation of a single component of polarization. It can be observed that the data are lost once again, due to chromatic dispersion and SPM inducing a deformation of the transmitted signal. Fig. 3.12b shows that when the second polarization component is copropagating in the fiber, effectively inducing the po-
larization switch needed for the generation of PDW, the energy included in the signal is confined to the domains defined by the PDW and very low deformation is observed, allowing for a conservation of the transmitted data. Fig. 3.12c displays the output temporal profiles obtained for an input average power of 24 dBm. It is clearly visible that similarly to the experiment, a single polarization axis propagated is completely deformed after propagation, while when the two axes propagate, the data are conserved, and the interlocking between the two axes can clearly be seen. Finally, the spectra shown in Fig. 3.12d display the same characteristics as the experimental ones, the spectral broadening due to SPM being greatly limited when PDW propagate instead of a simple polarization component.

3.5 Polarization segregation

In order to further assess the soliton characteristics of the PDW, their resilience, strength and stability, an other experiment was performed. In this case, the spontaneous apparition of PDW was observed from a partially incoherent signal. Indeed, it is well known that when a pulse is close to the soliton solution in the focusing regime of an optical fiber, even if the solution is not perfect, its propagation through the fiber will make the pulse closer to the perfect soliton shape\(^2\). Similarly to the appearance of soliton like structures during the MI process, here the same phenomenon is expected. When the two orthogonal signals are close to a PDW structure, it is expected for this structure to be enhanced with propagation through the fiber, creating after a while well defined domains, with spontaneous polarization flipping.

In this section, this phenomenon will be studied. The experimental setup will first be explained, before showing the experimental results. After this, extended numerical simulations were performed, based on a thermodynamical approach of the system, expliciting the possibility of apparition of PDW depending on the input state of the system.

3.5.1 Experimental setup

For this experiment, the setup is illustrated on Fig. 3.13. An Amplified Spontaneous Emission (ASE) source (Erbium based optical source in the C-band) is first filtered in the spectral domain to get a 10 GHz bandwidth and divided in two orthogonal replicas thanks to a PWS. Those two replicas are then decorrelated using a different fiber length on each arm (a 1 km long SMF was introduced on one arm of the paths), before being recombined on orthogonal polarizations through two PC (one on each arm) that allows the alignment on the polarization axis of a PBS. The two incoherent waves were then amplified by a 33 dBm EDFA. The
amplified signal was then injected into a 10 km TrueWave fiber, the same type of fiber that was used in Section 3.3. At the output of the fiber, the two signals were demultiplexed by aligning the output signal onto the initial polarization basis using a PC, to observe each polarization component independently after the decoupling through a second PBS. Those signals were both observed simultaneously on a 33 GHz real-time oscilloscope through two 70 GHz bandwidth photodiodes.

![Diagram of experimental setup](image)

Figure 3.13: Experimental setup used for the observation of spontaneous generation of PDW. ASE: Amplified Spontaneous Emission, PWS: Polarization Wave-Shaper, SMF: Single Mode Fiber, PC: Polarization Controller, PBS: Polarization Beam Splitter, EDFA: Erbium-doped Fiber Amplifier, TWHD: TrueWave High-Dispersion fiber

### 3.5.2 Experimental results

In order to assess the actual appearance of PDW, a measurable quantity is needed to estimate of their appearance rate after propagation. This value must take into account both axes of polarization, and the expected structure of the PDW. For this purpose, a cross-correlation function was used which is defined by

$$
\mu_{dw}(U, V)(\tau) = \frac{\langle U(t)V(t - \tau) \rangle - \langle U(t) \rangle \langle V(t) \rangle}{\sqrt{\text{Var}(U(t)) \text{Var}(V(t))}}
$$

(3.11)

This cross-correlation will be 0 when there is no correlation between the two signals. When the two signals are correlated, the value will get close to 1. Finally, and most importantly in our case, when an anti-correlation appears in between the signals (which is, in our case, a sign of the formation of PDW), the value of $\mu_{dw}$ will tend towards −1. One must note that this defines a cross-correlation function which allows to detect both correlation and anti-correlation between the two signals, while Eq. (3.6) only allows to measure the similarity between them. By just calculating this factor, it is possible to measure the appearance of an anti-correlation in between our orthogonal signals precisely, and the amplitude of the value (whether it is close or not to −1) will indicate the strength of the effect.
Figure 3.14: Spontaneous generation of PDW from the propagation of two incoherent signals in a 10 km fiber at 28 dBm. (a) Input signals (b) Output signals. The area between the curves is visibly larger than in (a).

Thus, it is considered that the closer to $-1$ the coefficient is, the better PDW are generated.

On Fig. 3.14a are plotted the input signals. As can be seen, there seem to be absolutely no correlation between the two components, which is what was expected from the individual ASE source. After propagation, the temporal intensity profiles were measured, and plotted on Fig. 3.14b. It can clearly be seen, even only visually, that domains of energy are actually created, and that there tends to be no energy on one of the axes of polarization when there is some on the orthogonal one, highlighting a segregation process. This is a first sign of PDW. But a simple observation is not enough, which is why the correlation coefficient was calculated at input and output.

Fig. 3.15 shows the evolution of the correlation function. As can clearly be seen, while the correlation stays at 0 for the input signal, indicating absolutely no correlation between the two signals, the coefficient dips down to almost $-0.5$ for a delay of $\tau = 0$. This means that an anti-correlation is actually appearing in
between the two axes of polarization, sign of the appearance of PDW. This confirms the previous visual observation that the signals are actually anti-correlated at the output of the fiber. Although the process is not perfect, this experiment shows that the kink solitonic structures are very robust, and that their behaviour corresponds to a soliton, even if the conditions for the soliton structure are not the perfect ones, the signal energy will be redistributed to get as close to the solitonic solution as possible, in this case leading to the spontaneous generation of PDW.

Figure 3.16: Evolution of the correlation coefficient with ASE bandwidth, experimental (blue) and numerical (orange) results for a mean power of 28 dBm.
On Fig. 3.16, the evolution of the cross-correlation coefficient as a function of the ASE bandwidth is plotted. As displayed, the experimental coefficient is shown to first go down with frequency increasing, meaning that the signals are more anti-correlated. It then goes up with the frequency, meaning a reduction of the anti-correlation towards no correlation. It should be noted however that we are limited by the photo-receiver bandwidth to 50 GHz, thus the results above this value may not be accurate. While those results seem validated by the simulations described later in Section 3.5.3, as a good agreement is observed for higher frequencies, there is a discrepancy for lower incoherence.

Finally, a study of the evolution of the cross-correlation coefficient with power was done for an incoherence bandwidth of 10 GHz. As can be observed on Fig. 3.17, as the power increases, the anticorrelation becomes larger, the coefficient going from 0 at 10 dBm down to $-0.4$ at a power of 32 dBm. As the power increases, so do the nonlinear effects in the fiber, leading to the formation of more PDW which is reflected by this increase in anti-correlation, with an excellent agreement between experimental measurements and numerical simulations.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3_17.png}
\caption{Evolution of the correlation coefficient with power, experimentally and numerically, for an incoherence of 10 GHz.}
\end{figure}

### 3.5.3 Simulation results

Experiments showed that PDW actually appear out of two orthogonal signals. In order to study this phenomenon in more details, simulations were performed.

In order to have a consistent value to describe the input signal, whether it is incoherent or coherent, a thermodynamical approach is taken in studying the
system, as inspired by the work of Antonio Picozzi\textsuperscript{116}. Indeed, the phenomenon of segregation has an origin in thermodynamics. It is actually advantageous, in a thermodynamical sense, for the signal to create this segregation as it increases the amount of disorder. This might appear counter-intuitive, as there seems to be an organization of the signal. However, while the Hamiltonian of the signal will decrease close to the PDW, all the energy is stored in small scale variations, \textit{i.e.} the kinetic energy of the signal, thus increasing disorder.

To implement this approach, the total input signal was described by its Hamiltonian, $H$, which is defined by the following terms

$$H = H_u + H_v + H_x + E_u + E_v$$

where

- $H$ Total Hamiltonian
- $H_u$ Self-Hamiltonian of the signal $u$
- $H_v$ Self-Hamiltonian of the signal $v$
- $H_x$ Hamiltonian of the interaction between $u$ and $v$
- $E_u$ Kinetic energy of the signal $u$
- $E_v$ Kinetic energy of the signal $v$

In the case of a weakly nonlinear regime ($E_u + E_v \gg H_x$), the energy per particle $E/N$ (with $N$ the total power of each wave, defined as $N_j = \int |j|^2 dt$, $j = u, v$) provides an appropriate measure of the amount of incoherence, which is related to the normalized spectral bandwidth of the waves, in analogy with kinetic gas theory. For the details on the calculation of the different terms, see Appendix A.

The first objective was to generate signals with an increasing Hamiltonian, in order to see the evolution of the segregation after propagation depending on the Hamiltonian. It should be noted that the total Hamiltonian is a constant value, and so its value is the same at input and output.

First, incoherent signals, with a different bandwidth were input in the simulation, and are described in detail on Fig. 3.18. This allowed to get an Hamiltonian ranging from $3 \times 10^{-3}$ to $3 \times 10^{-2}$ and would allow for higher Hamiltonian values. Signals with different bandwidths are illustrated on Fig. 3.18a. Mathematically, the signal was generated from a gaussian spectrum of different bandwidths, with a random phase, as described by Eq. (3.13)

$$A(t, z) = \mathcal{F}^{-1}\left\{\exp\left(-\omega^2/2\sigma^2\right)\exp(2i\pi \varphi_{\text{rand}})\right\}$$

88
Figure 3.18: Illustrations of the different kinds of input used to get the full ranges of Hamiltonian and cross-correlation coefficient. (a) Incoherent signal at multiple bandwidths (50 GHz in blue, 10 GHz in orange) (b) Incoherent + continuous, with different ratios (1% continuous in blue, 100% continuous in orange) (c) Continuous + Sinusoidal, with different sinusoid depth (0% depth in blue, 30% depth in orange, 100% depth in green, the sinusoid with a frequency of 10 GHz are applied to the electric field)

where $\mathcal{F}$ is the Fourier transform operator, $\omega$ is the frequency of the signal, $\sigma$ is the gaussian standard deviation and $\varphi_{\text{rand}}$ represents the random phase of the signal.

To further reduce the Hamiltonian, an other approach is needed. So the second type of signal that was simulated to propagate was also based on an incoherent signal, but with an added continuous component, as described mathematically by Eq. (3.14).

$$A(t, z) = \mathcal{F}^{-1}\left\{\exp(-\omega^2/2\sigma^2) \exp(2i\pi \varphi_{\text{rand}})\right\} + C$$

(3.14)
with $C$ being the continuous component of the signal. The ratio of continuous signal with incoherent signal allowed for the change of Hamiltonian of the signal, and increasing the ratio of continuous signal decreased the Hamiltonian. By doing this, it was possible to reach values of Hamiltonian ranging from $3 \times 10^{-3}$ to $2.3 \times 10^{-3}$. An illustration of the evolution of the ratio is shown on Fig. 3.18b. This last approach however did not lead to a cross-correlation of $-1$, only to go down to $-0.9$.

In order to achieve this value, a last approach was used. In that case, instead of a ratio of continuous with incoherent signal, a mix of continuous and sinusoidal signal was used, as explicit mathematically in Eq. (3.15).

$$A(t, z) = D \sin(t) + C$$

(3.15)

where $0 \leq D \leq C$ is the depth of the sinusoidal wave and $C$ the continuous component of the signal. By increasing or decreasing the ratio of sinusoidal signal added to the continuous signal, it was possible to get the missing points to get a complete curve of the evolution of the correlation with the Hamiltonian. In fact,
this is very similar to seeding the PMI process. This approach is illustrated in Fig. 3.18c.

The whole range of interest of the Hamiltonian and the cross-correlation coefficient being filled, the propagation of the different signals was simulated using the model described by Eq. (3.7) and Eq. (3.8), with \( L = 10 \text{ km} \), \( \gamma = 2.5 \text{ W}^{-1} \text{ km}^{-1} \), \( \beta_2 = 18.5 \text{ ps km}^{-2} \) and using a cross-correlation coefficient of \( C_{XPM} = 1.3 \). It must be noted that the simulations here were done without taking the losses into account. Adding those to the simulations would only have as an effect to get the total Hamiltonian to decrease linearly along the fiber, making it possible to compare with the experimental Hamiltonian.

On a single simulation, it is interesting to note the evolution of the different energies during propagation in the fiber. Fig. 3.19a shows the evolution of the Hamiltonians of each signal. These Hamiltonians will evolve differently depending on the input signal, and can either increase or decrease. On Fig. 3.19b, there is indeed an increase of kinetic energy of both signals, as was predicted previously by the thermodynamical approach. Figure 3.19c shows that the interaction Hamiltonian diminishes during propagation. Indeed, as more PDW are formed, an anticorrelation appears in the signal, reducing the effective interactions in between the two signals, thus reducing the Hamiltonian of interaction. Finally, it can be noted on Fig. 3.19d that the total Hamiltonian is indeed constant during propagation. While the ensemble of figures depicted in Fig. 3.19 is only for a single
simulation, with a given input having a given Hamiltonian, the same tendencies were found for each input configuration.

After simulating the propagation of all of the signals, the evolution of the cross-correlation coefficient was studied as a function of the total Hamiltonian. This evolution is shown in Fig. 3.20. It can be seen that the lower the level of the Hamiltonian, the lower the cross-correlation coefficient, and the higher segregation is achieved. For the lower values of the Hamiltonian, the segregation is not actually spontaneous, as the signal is already given a segregation pattern at the input. By placing the two experimental points previously obtained, it can be seen that the numerical model seems to be in excellent agreement with our experimental results.

3.6 Polarization Modulation Instability in telecommunication fibers

As described in Section 3.1, Haelterman et al. explained their observations of vectorial structures similar to the PDW by attributing them to the phenomenon of modulational instability demonstrated by Berkhoefer and Zakharov\(^{12}\). The model explicited implies the use of an isotropic fiber, or a fiber that could be considered isotropic. However, the experiments performed in this chapter were done in fibers that cannot be considered isotropic, due to their length. This was also proven by the fact that the cross-correlation coefficient factor \(C_{XPM}\) was not found equal to 2 in Section 3.3.3. The phenomenological model introduced previously that well reproduces our experimental results does not explain physically the emergence of the PDW however, raising the question of the cause of the emergence of the kink solitons that were observed.

To answer this question, it will be shown that although the PMI can indeed be observed in short fiber lengths, it quickly disappears as expected theoretically. The longer fibers, however, displayed unexpected new sidebands that could not be accounted for previously. A new theory, taking into account the fabrication method of the fibers, was then developed that explains the formation of the PDW and the sidebands observed in this part.

3.6.1 PMI theory

Polarization Modulation Instability, also called vector modulation instability, extends from the scalar modulation instability, which was developed in Section 1.1.4. This expansion takes into account that the input signal excites both axes of polarization of the fiber, coupled by the cross-phase modulation components in the equations. Three different cases were distinguished, depending on the type of fiber studied, whether the fiber is low or highly birefringent, or isotropic. The fiber
used during the experiments having very low PMD, it cannot be considered as a highly birefringent fiber. Thus, only the low-birefringence and isotropic cases will be detailed.

\[ \gamma = 2.5 \text{ W}^{-1} \text{ km}^{-1}, \beta_2 = 18.5 \text{ ps km}^{-2}, P = 1 \text{ W} \]

In a low-birefringence fiber, two main amplification bands generated by PMI can be observed, a large central one, centered on the pump frequency, and two distinct smaller bands on the sides, depending on the axis of observation. The shape of the bands is displayed on Fig. 3.21a. To define those bands were introduced multiple values. The gain \( g(\Omega) \), that describes the gain over the frequency band. For the central band, on the fast axis of the fiber, the gain was calculated to be

\[ g(\Omega) = |\beta_2| \sqrt{(\Omega^2 + \Omega_{c2}^2) (\Omega_{c1}^2 - \Omega^2)} \]  

(3.16)

with

\[ \Omega_{c1} = \left( \frac{4\gamma}{3\beta_2} \right)^{1/2} \sqrt{P_0 - P_{cr}} \]  

(3.17)

Figure 3.21: PMI bands for decreasing birefringence (from top to bottom). Blue and orange: central and side gain bands for a low-birefringence fiber, Green circles: gain bands for an isotropic fiber.
\[ \Omega_{c2} = \left( \frac{2\Delta \beta}{\beta_2} \right)^{1/2} \] (3.18)

\[ P_{cr} = \frac{3|\Delta \beta|}{2\gamma} \] (3.19)

Where \( P_0 \) is the input power of the signal. From Eq. (3.16), it can easily be deduced that gain on the central band will only appear when \( 0 < |\Omega| < \Omega_{c1} \). Thus, \( \Omega_{c1} \) is the cut frequency of the central band. Moreover, \( \Omega_{c1} \) is a real number only in the case when \( P_0 > P_{cr} \), as seen from Eq. (3.17), meaning that the input power must be over a given power that depends on the birefringence of the fiber and its nonlinearity. On the other hand, on the slow axis, the gain of PMI is defined by the gain

\[ g(\Omega) = |\beta_2| \sqrt{\Omega^2 - \Omega_{c2}^2} \left( \Omega_{c3}^2 - \Omega^2 \right) \] (3.20)

with

\[ \Omega_{c3} = \left( \frac{4\gamma}{3\beta_2} \right)^{1/2} \sqrt{P_0 + P_{cr}} \] (3.21)

From Eq. (3.20) can be derived that the side bands gain will only appear when \( \Omega_{c2} < |\Omega| < \Omega_{c3} \), making \( \Omega_{c2} \) the low cut frequency and \( \Omega_{c3} \) the high cut frequency of the band gain.

In the case of an isotropic fiber, which the fiber used during those experiments can be considered to be, the model that was developed for the low-birefringence fibers holds true. By setting \( \Delta \beta = 0 \), one can easily deduce that \( P_{cr} = 0 \), thus \( \Omega_{c2} = 0 \) and

\[ \Omega_{c1} = \Omega_{c3} = \Omega_c = \left( \frac{4\gamma}{3\beta_2} P_0 \right)^{1/2} \] (3.22)

reducing the MI gain to

\[ g(\Omega) = |\beta_2| \Omega \sqrt{\Omega_c^2 - \Omega^2} \] (3.23)

This gain equation is similar to the scalar case, thus creating two bands that are displayed in Fig. 3.21b. However, the bands in this case can appear even in the case of a fiber with normal dispersion, while it is impossible in the scalar case. It must be noted that as the fiber is isotropic in this case, the only requirement for these equations to hold true is to have a linearly polarized signal as input, but their orientation is not important, as the fiber has no low or fast axis. However, it must be noted that the PMI develops orthogonally to the pump wave.

It can be noticed from Fig. 3.21 that while the bands are well separated for a low-birefringence fiber with high enough birefringence, the bands get closer to the isotropic model as the birefringence is reduced, until a perfect overlap between the bands is achieved.
3.6.2 Experimental observations

The first idea in order to explain the apparition of the PDW was indeed that the fiber that was used had so low PMD that even if it was very long, PMI would still appear. However, PMI bands did not appear in the output spectrums of the previous experiments due to Raman and SBS effects. To be able to start observing PMI, a 50 m long part of the TrueWave fiber was cut out, and unwrapped of the fiber spool, and put without constraints on a table, in a very large circle (with a diameter over 50 cm). Indeed, the PMI is very sensitive to the birefringence, and a small constraint of the fiber from being wrapped on a spool could reduce greatly the PMI gain. By unspooling it, those constraints were removed, theoretically increasing the gain of the PMI.

Experimental setup

![Experimental setup](image)

Figure 3.22: Experimental setup used in order to observe PMI. λ/2: Half-wave plate, λ/4: Quarter-wave plate, Microscope lens 10x, f = 10 cm, Amplified Spontaneous Emission (ASE), continuous wave (CW), Polarization Controller (PC), TrueWave High-Dispersion fiber (TWHD), Polarization Beam Splitter (PBS), Optical Spectrum Analyser (OSA)

The experimental setup can be seen on Fig. 3.22. A high peak-power nanosecond pulsed laser was sent through an isolator to avoid backwards reflections that would induce power variations of the laser. The beam is then sent through a focusing lens, in order to create a parallel beam. It then goes through a half-wave plate combined to a polarizer to modulate the output power of the laser, then through
a quarter wave plate that changes the polarization of the beam. Two mirrors are then used in order to get the beam through a microscope objective, used for injection into a fiber pigtail fixed onto a manual 3-way translation stage, to adjust the position for the best injection. The pigtail can then be connected to a fibered system, of which the elements can easily be switched, giving the system more flexibility. The pump is then divided using a 80:20 coupler, 20% of the signal going to a power meter allowing to measure the input power with no modification to the system. This ensures an easy and consistent measurement of the power along with the spectrum of the signal at the fiber output. The remainder of the pump then goes through a 90:10 coupler, in which it can be combined with either a tunable CW laser or a filtered and polarized ASE source, each of which polarization can be adjusted using a PC, allowing for the seeding of the pump on either axis of polarization. The whole signal then goes through a PC before being injected into an unspooled fiber of 50 m, 200 m, 500 m or a 1000 m formed by two of the previous 500 m fibers spliced together. The output signal is then demultiplexed using a PBS after alignment using an other PC. Each arm is observed independently, one on a power meter, that is used for alignment, the other on an OSA, to observe the spectrum of the signal after propagation.

Experimental results

When using a 50 m fiber, it was first possible to observe spontaneous PMI bands by simply sending a linearly polarized signal propagating in the fiber, adjusting the input State of Polarization (SOP) to be linear. As can be seen on Fig. 3.23a, the output of the 50 m fiber actually shows bands that are very consistent with bands of PMI. Indeed, in the case of an isotropic fiber, which was considered here due to the form of the band, the maximum gain frequency \( \Omega_{\text{max}} \) can be calculated easily

\[
\Omega_{\text{max}} = \pm \frac{\Omega_c}{\sqrt{2}} = \pm \left( \frac{2\gamma P_0}{|\beta_2|} \right)^{1/2}
\]

where \( \Omega_c^2 = 4\gamma P_0 / |\beta_2| \) is the cut frequency of the PMI bands, as seen previously in Eq. (3.22). As can be observed later in Fig. 3.27, for a fiber of 50 m, the position of the side bands are very close to the theoretical model, thus validating that the 50 m fiber can be considered isotropic. It should be noted that this behaviour was observed in the 50 m fiber wrapped on a standard spool as well as on the unwrapped fiber. Figure 3.23b shows the output of the fiber on the two orthogonal axes of polarization, one axis corresponding to the pump SOP. It can be seen that as expected of the PMI, the bands that appeared are orthogonal to the pump axis. Although the pump does not completely disappear on the PMI axis, there is a 10 dB attenuation on the pump peak. To observe the gain spectrum more easily,
an ASE seed was sent on the axis orthogonal to the pump, thus allowing to observe the gain spectrum at much lower pump power, as can be seen on Fig. 3.23c. This also helps limiting the Raman scattering created using a peak pump power ranging from 92 W to 228 W.

Figure 3.23: Spontaneous PMI in a 50 m fiber. (a) Evolution of the PMI bands with input power (peak power ranging from 158 W to 228 W) (b) Output on each axis of polarization. The bands appear on the polarization axis orthogonal to the pump polarization axis (c) ASE seeded gain spectrum (peak power ranging from 92 W to 228 W) (d) Raman spectrum (peak power ranging from 92 W to 228 W)

As the bands were observed on a 50 m fiber, the length was increased to see whether they keep appearing. For that, a 200 m-long fiber was unwrapped on the table, the same way the 50 m fiber was, in order to remove the constraints that could appear from spooling the fiber. The same experiment was then performed, varying the pump power and observing the output of the fiber on the two axes of polarization of the output PBS aligning one of the axes with the pump. As can be seen on Fig. 3.24a, it is still possible to observe spontaneous PMI in this fiber, see it evolve with power according to the theory when considering an isotropic fiber and observe the apparition of harmonics of the PMI, indicating a good gain of the PMI up to a certain power level. It can be observed that when the power reaches
a certain level, the gain spectrum stops to grow. This comes from the apparition of Raman scattering, which depletes the pump thus effectively capping the power available to be used in the PMI process. The apparition of Raman scattering was indeed observed, as can be displayed by Fig. 3.24c. It can be seen that the Raman scattering is indeed having a huge impact on the pump depletion, as a second order Raman band appears after the first one, indicating significant Raman conversion, thus significant pump depletion.

Figure 3.24: Sidebands evolution in a 200 m long fiber. (a) Evolution of the PMI bands with input power (b) Different gain spectrums at a peak power of 76 W for varying input polarization (c) Raman scattering at different pump powers. The peak power for the spectra plotted in (a) and (c) are 43 W, 55 W, 68 W, 80 W, 92 W, 105 W and 215 W, respectively

PMI bands in the 200 m fiber were observed, so the next objective was to observe the evolution of this gain in a longer fiber, namely 500 m. For this, unwrapping the fiber directly on the table would have been difficult, as the torsion induced by hand-unwrapping the fiber could create knots very easily in the unwrapped fiber. Thus, in order to study the PMI in longer fiber, spools of fibers with a diameter of 45 cm and a width around 40 cm were used. The fibers were very slowly respooled, with as low fiber tension as possible and no fiber empiling.
to reduce the constraints to the minimum. Using this technique, two spools of 500 m-long fibers were created, then fitted with connectors for easy switching.

As can be seen on Fig. 3.25a, PMI bands are still observed but the position of these MI are found to be independent of the injected power, which could be explained by the large amount of Raman scattering generated within the fiber, as seen on Fig. 3.25. More than that, the bands clearly do not have the shape of bands of PMI in an isotropic fiber. However, as was shown in § 2, two other cases of PMI can be considered, one being for a low birefringence fiber, the other for high birefringence. If the fiber is highly birefringent, the PMI bands that appear would, theoretically, appear one on the fast axis of the fiber, the second on the slow axis. However, it was observed during the experiment that the two bands always appear. The case of highly birefringent fiber can thus also be excluded. The last case, for low birefringent fibers is still plausible but unlikely considering the manufacturing process.
Theory indicates that a central band forms, around the pump, and two side-bands are created. In the case of this experiment though, multiple issues arise that make it hard to conclude that these are similar to the ones predicted in the low birefringence model. First, even if the pump could be considered large, there is no significant broadening with the increasing power, which would happen in the case of a low birefringent fiber. As can be seen here from Eq. (3.21), the lowest value for the upper cut frequency is obtained for $P_{cr} = 0$ (which would be the isotropic case). In this case, it was calculated to be, for an input power of $P_0 = 200$ W, $\Omega_{c3,th} = 6$ THz. However, from the experiment, the higher cut frequency was measured, for the same power to be around $\Omega_{c3,exp} = 2.7$ THz, hence twice as low as the minimum cut power, making it impossible for this band to come from the PMI generated in a low birefringent fiber.

![Figure 3.26: Sidebands evolution in a 1000 m fiber. (a) Evolution of the bands with pump power (b) Output after PBS demultiplexing, on each axis of polarization at the output of the last PBS. (c) Different bands created depending on the initial polarization of the signal (d) Raman spectrum evolution with pump power For a and d, the peak power ranges from 12 W to 227 W](image)

In order to understand better where those bands come from, both 500 m fibers were spliced together, thus forming a 1000 m fiber, and the same experiment as
described previously was repeated. As can be seen on Fig. 3.26a, the bands that were previously observed in the 500 m were also still observed. Similarly to previously, different bands were also observed, depending on the polarization input, as illustrated by Fig. 3.26b. Fig. 3.26c shows the evolution of the Raman spectrum with input power, displaying the start of a supercontinuum generation, indicating a highly significant depletion of pump power. Finally, Fig. 3.26d show the output of the fiber after polarization demultiplexing, in order to observe the axis of the pump and its orthogonal axis independently. However, there is no significant difference between the two, except a small decrease in the sidebands gain.

It seems, after those experiments, that the fiber that was used can be considered isotropic up to almost 200 m, but that an other type of sidebands appears that is not accounted for by PMI. It can be seen on Fig. 3.27 that the peaks position for \( L = 50 \text{ m} \) follow the isotropic theory quite well, and that it does well at low power for \( L = 200 \text{ m} \), but then deviates from the theory completely. It appears that the peak shift from the pump is reduced with the fiber length, but that the peak position does not change when increasing the pump power.

![Figure 3.27](image)

Figure 3.27: Evolution of the observed band position, with the theoretical isotropic model band position included. (in dashed line)

These observations validate the theory that the PDW comes (completely) from the PMI and undermine the Manakov model for longer modern telecom fibers. Indeed, by using the theory developed by Haelterman et al., the fiber must be isotropic in order to observe PDW. Even if the phenomenological model provided by Eq. (3.7) and Eq. (3.8) has proven very accurate, it does not explain where the extra coupling between the two orthogonal polarizations come from. Now, these experiments show that the XPM coefficient of modern telecom fibers is slightly
higher than the 1 commonly used in the Manakov model. Thus, the next section will develop a new model that helps explain the formation of the PDW and the sidebands that were observed in this section.
3.6.3 The SPUN model

The observations of the PDW question the validity of the usual Manakov model, that is commonly accepted to describe the propagation of light in standard telecommunication optical fibers, like the fiber that was used in those experiments. It was supposed previously that contrary to what was initially suggested, the PDW do not originate from PMI induced in the fiber, as the fiber cannot be considered isotropic either on 10 km nor on 50 km. However, several contacts with the manufacturer OFS, it was found that in order to decrease those fiber birefringence, the fiber undergoes a specific process of spinning during fabrication, that induces a fast spinning of the birefringence axes of the fiber\textsuperscript{117–122}. This fast spinning induces an averaging of the natural birefringence of the fiber, thus limiting greatly the PMD. One spinning profile that is commonly used has a sinusoidal shape, that is described by a rotation of the birefringence axes following the angle \( \alpha \) defined by

\[
\alpha(z) = \alpha_0 \sin(2\pi z/L_{\text{spin}}) + \eta(z) \tag{3.25}
\]

where \( L_{\text{spin}} \) is the smallest spatial scale of the problem, usually in the order of a few meters, \( \alpha_0 \) is the amplitude of the spinning which can be as large as a few hundreds rad m\(^{-1}\)\textsuperscript{122}. The stochastic contribution \( \eta(z) \) cannot be avoided, as it originates from and represents the residual natural fiber birefringence fluctuations. This random function, \( \eta(z) \) has a theoretical mean of 0, and can be characterized by a correlation function \( R(z/L_c) \), where \( L_c \) is the correlation length of the birefringence fluctuations. Note that the random contribution can be considered as a perturbation with respect to the imposed sinusoidal spinning \( \eta_0 = \sqrt{\langle \eta^2 \rangle} \ll \alpha_0 \). By using a homogenization theorem\textsuperscript{123} and the Jacobi extension

\[
\exp(2i\alpha_0 \sin(2\pi z/L_{\text{spin}})) = J_0(2\alpha_0) + \sum_{n=1}^{\infty} J_n(2\alpha_0)[e^{in z} + (-1)^n e^{-in z}],
\]

light propagation in the fiber can be shown to be described by the following reduced model:

\[
i \frac{\partial \tilde{u}}{\partial z} = \frac{\beta_2}{2} \frac{\partial^2 \tilde{u}}{\partial t^2} - \frac{\Delta \beta}{2} J_0(2\alpha_0) \tilde{v} + \varepsilon \tilde{u} - \frac{2\gamma}{3} \left( |\tilde{u}|^2 + 2 |\tilde{v}|^2 \right) \tilde{u}
\]

\[
i \frac{\partial \tilde{v}}{\partial z} = \frac{\beta_2}{2} \frac{\partial^2 \tilde{v}}{\partial t^2} - \frac{\Delta \beta}{2} J_0(2\alpha_0) \tilde{u} - \varepsilon \tilde{v} - \frac{2\gamma}{3} \left( |\tilde{v}|^2 + 2 |\tilde{u}|^2 \right) \tilde{v}
\tag{3.26}
\]

where \( \tilde{u} \) and \( \tilde{v} \) refer to the circular polarization components of the field, \( \Delta \beta \) is the propagation constant difference between the axes, \( J_0(x) \) is the zeroth-order Bessel function of the first kind\textsuperscript{121} and \( \varepsilon(z) = \partial_z \eta(z) \) models the random contribution of the birefringence. As revealed by Eq. (3.26), the fast fiber spinning introduces a controlled polarization mode coupling through an effective beat length, defined as \( L_{\text{B eff}} = 2/[\Delta \beta J_0(2\alpha_0)] \). In the experiments of this chapter, the nonlinear and dispersive effects act in the km range, while the correlation length of polarization fluctuations \( (L_c \sim 50 \text{ m}) \) is typically much shorter than the effective beat length, \( L_c \ll L_{\text{B eff}} \), with \( L_{\text{B eff}} \) of a few hundred meters. In this way, random birefringence
fluctuations are essentially averaged out during the propagation. To properly understand such an averaging process, we follow the general procedure originally introduced by Wai and Menyuk\textsuperscript{53} to describe the distribution of the Stokes vector of the optical field over the Poincaré sphere through analysis of the effective birefringence ($L_B^{\text{eff}}$) and random birefringence ($L_c$). Making use of the diffusion approximation theorem\textsuperscript{124}, a Fokker–Planck-like equation governing the evolution of the probability density of the Stokes vector on the surface of the Poincaré sphere was derived. This equation reveals two fundamental limiting cases. First, when $(L_B^{\text{eff}})^2 / (\psi(\eta_0)L_c) \ll L_{\text{nl}}$, with $\psi(\eta_0) = 2\exp(-4\eta_0^2) \int_0^{\infty} \sinh^2(2\eta_0^2 R(s)) \, ds$, then the Stokes vector becomes uniformly distributed over the Poincaré sphere before the onset of nonlinear effects. In this way, the averaging of the nonlinear terms leads to the usual Manakov system\textsuperscript{53,125}. On the other hand, when $(L_B^{\text{eff}})^2 / (\psi(\eta_0)L_c) \gg L_{\text{nl}}$, it is possible to show that the optical field is governed by a set of equations formally analogous to those of a low birefringent (or isotropic) fibre, with an effective birefringence length, $L_B^{\text{eff}} \exp(2\eta_0^2)$. The experimental observations from this chapter place modern manufactured optical fibers between those two limits. Unfortunately, the evolution of the optical field in this intermediate regime cannot be described by deterministic equations, but by a set of coupled stochastic nonlinear Schrödinger equations.

### 3.7 Conclusion

In this chapter, the generation and propagation of PDW was studied. A first experiment allowed, through the creation of kink soliton and their propagation in a TWHD fiber, to confirm their solitonic nature, in spite of their theoretical seemingly impossible existence. A phenomenological model\textsuperscript{91} that allows for their formation was successfully fitted to the experimental results, yielding a cross-correlation coefficient of $C_{\text{XPM}} = 1.3$.

As the structures seemed to be localized in time, and were proven stable through propagation, an NRZ-encoded bit signal representing the word ‘PETAL’ encoded in ASCII was transmitted, by sending its complementary wave on an orthogonal SOP, in order to create the kink structures that lead to the creation of PDWs. A successful propagation of this signal through 50 km of fiber confirmed the individual and localized nature of the PDWs. This experiment also confirmed the possible application of PDW for telecom applications and propagation of pulses in highly nonlinear regime in normal dispersive fibers.

Due to the resilience of the PDW that was observed through the two previous experiments, it was suspected that the structures would appear spontaneously from an incoherent signal during propagation. By sending two uncorrelated signals copropagating on two axes of polarization of a 10 km TWHD fiber, a segregation
phenomenon was observed and a cross-correlation coefficient (Eq. (3.11)) was used to quantify the segregation. The system was then reduced to a thermodynamical system, allowing for the measurement of the disorder of the signal through its Hamiltonian, and simulations showed the expected evolution of the segregation depending on the signal Hamiltonian. It was shown that the kink structure is actually the one that minimizes the order by storing the disorder as very fast oscillations.

Finally, the question of the phenomenon responsible for the appearance of the PDW was posed. Haelterman et al. showed the appearance through PMI of those structures in very short fibers, that can be considered isotropic. Indeed, the PDW can be observed in the perfect case of the isotropic model, but not in the Manakov model. High power pulses were thus sent in shorter lengths of TWHD fiber, to observe the PMI and its evolution with length. While the observations in short (50 m and 200 m) fibers confirmed the apparition of PMI, the phenomenon became more complex in longer fibers (500 m and 1000 m). New behaviours however appeared in longer fibers, with potentially new sidebands and their high sensibility to input polarization. However, higher order effects such as Raman scattering become very intense and makes highly challenging the interpretation of such experimental observations. This work is still in progress. To go further into the analysis of this phenomenon, a model that includes the method of fabrication of the fiber, a very fast spinning of the preform during drawing shown to reduce the residual birefringence of the fiber\textsuperscript{117–122}, was designed. This new set of two coupled stochastic nonlinear Schrödinger equations however, does not deterministically describes the propagation of an electrical field in an optical fiber.

The observations described in this chapter give a better understanding of what happens during the propagation of light in a SPUN fiber and open the way to new applications of those fibers, such as high power pulse transmission, transmission of signal with low deformation in normal regime fibers, and clock synchronization. More importantly, these results can be considered the first experimental demonstration of symbiotic self-organization in optical fibers, as the first kink-soliton transmission in nonlinear optical fiber.
Conclusion

In this work, multiple applications of cross-phase modulation induced effects were studied through different experiments inside normal dispersion fibers. All those experiments are based on the principle that when one sends two orthogonally polarized signals in a fiber, a nonlinear interaction is created between the two. By changing the shape of those two signals, two all-optical applications were created.

First, a pulse generator was made by sending two 40 GHz sinusoidal waves with out-of-phase intensities on orthogonal polarizations with a high average power difference in a fiber. During propagation, the high power pulses were observed to broaden under the influence of SPM and chromatic dispersion, leading through XPM to the apparition of a compression effect on the pulses of the sinusoid from the second axis of polarization. It was shown that the compression was improved as the pump power increased until Brillouin scattering limited the power that could be transmitted. The resulting train at a power of 26.5 dBm was composed of 3.3 ps short pulses at a repetition rate of 40 GHz, giving a compression ratio around 4.

Observing the compression of the pulses energy through this technique, the low power sinusoidal wave was replaced by a couple of gaussian pulses with a FWHM in the nanosecond scale, or about 10 times longer than the pump pulses. Similarly to the previous experiment, the energy of the gaussian pulse was compressed into a train of pulses, which now followed the envelope of the initial signal, but with a higher peak power. The input was thus both sampled and magnified. In order to quickly predict such sampling, a theoretical model based on the assumption that the power difference is so large that the nonlinear effects coming from the low power signal can be neglected was developed, allowing by the resolution of a simple LDE system to evaluate the output signal.

Building on those observations, the idea of a soliton based on the equilibrium between dispersion and XPM emerged. While such an experiment would have been impossible previously as the PMD of the optical fibers were too high, new technology allowing for its averaging over long distance brought the idea back. Such an equilibrium only theoretically appears for isotropic fiber. During this work, the first Polarization Domain Walls were observed experimentally in a TWHD fiber. First, simple train of such solitons were transmitted in a 10 km-long fiber by
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sending two signals with orthogonal polarizations and complementary intensities copropagating. After propagation and redecomposition of the two axes of polarization, the pulse trains was show to have conserved its profile, while sending only one of those two axes demonstrated a complete loss of information. Built on these observations, a XPM coefficient of 1.3 was determined by determining numerically the best fit to the experimental observations of the model developed by Haelterman. In a second part, and based on the same principle, a NRZ-encoded signal, the title of the project ‘PETAL’, was transmitted over a 50 km normal dispersion TWHD fiber with no loss of information and no reconstruction of the signal at the output. A last study was performed showing the robustness of the PDW, by observing their spontaneous apparition. Sending two bandwidth-controlled non-correlated incoherent signals on the two axes of polarization, the experimental appearance of an anti-correlation was observed after their propagation and redecomposition at the output of the fiber. It was then shown numerically that the segregation between the two signals is higher for a lower Hamiltonian value of the signal.

Finally, the PMI phenomenon responsible for the apparition of PDW was studied. Sending a high peak power pulse in the same TWHD normal fibers but with a shorter length, we were able to see the appearance of PMI bands over 50 m and 200 m proving that on such distances, this fiber can be considered to be isotropic. At higher fiber lengths, new unexplained bands were observed to appear, but could not be explained by the simple model used previously. A new model taking into account the spinning induced on the fiber during manufacturing was developed, and its study will be done in the future.

Perspectives

Those last observations lead to the development of a new model based on the physical structure of the fibers. As a manufacturing process, and in order to reduce the previously mentioned PMD, the fiber preforms are spinned during the drawing phase. This new model takes into account such a rotation with the random natural birefringence to simulate propagation of signals in the fiber. By studying such model, one could explain both the physical origin of the PDW that are not described by the Manakov model, along with the rise of the bands that were observed in the last experiment of this study. This new model was shown to be an intermediate between Manakov and the ideal isotropic case, which fits with the model of an XPM coefficient between 1 and 2 as was determined in the experiments of this manuscript. Such a model could give new insights allowing to reduce PMD further by enabling the simulation of this spinning or offering the capability to determine numerically the best spinning parameters.
Further exploration of the PDW is currently being performed by propagation in a fibered cavity of 10 m\textsuperscript{126}, demonstrating possible application of PDW for all-optical data storage. Simultaneously, modulation instability was observed to appear in between modes of a bimodal fiber by Dupiol et al.\textsuperscript{127}, showing the first traces of the possible existence of spatial domain walls, as inter-modal MI would be an indicator, similarly to the case of the PDW, of their appearance.
Appendix A

Hamiltonian calculation

In Chapter 2, the Hamiltonian of both signals was calculated during their propagation through the fiber. As this calculation is not trivial, it is detailed in the following annex. First, the Hamiltonian will be demonstrated for the case of scalar propagation, then the model will be extended to vectorial propagation. A summary of the different equations will then be given as a quick reference.

A.1 Calculation of the Hamiltonian in the scalar regime

In the scalar regime, the NLSE can be expressed, as seen in Chapter 1:

\[ i \frac{\partial A}{\partial z} - \frac{\beta_2}{2} \frac{\partial^2 A}{\partial T^2} + \gamma |A|^2 A = 0 \]  \hspace{1cm} (A.1)

Two new equations can be obtained from this one. The first, by multiplying it by \( \frac{\partial A^*}{\partial z} \), the conjugate vector of the signal electrical field:

\[ \frac{\partial A^*}{\partial z} i \frac{\partial A}{\partial z} = -\frac{\beta_2}{2} \frac{\partial A^*}{\partial z} \frac{\partial^2 A}{\partial T^2} + \gamma \frac{\partial A^*}{\partial z} |A|^2 A \]  \hspace{1cm} (A.2)

Then by taking the conjugate of this equation

\[ -\frac{\partial A}{\partial z} i \frac{\partial A^*}{\partial z} = -\frac{\beta_2}{2} \frac{\partial A}{\partial z} \frac{\partial^2 A^*}{\partial T^2} + \gamma \frac{\partial A}{\partial z} |A|^2 A \]  \hspace{1cm} (A.3)

by adding those two equations, we then get:

\[ 0 = -\frac{\beta_2}{2} \left( \frac{\partial A^*}{\partial z} \frac{\partial^2 A}{\partial T^2} + \frac{\partial A}{\partial z} \frac{\partial^2 A^*}{\partial T^2} \right) + \gamma |A|^2 \left( A \frac{\partial A^*}{\partial z} + A^* \frac{\partial A}{\partial z} \right) \]  \hspace{1cm} (A.4)
This last equation is then integrated on the time axis:

\[ 0 = -\frac{\beta_2}{2} \int_T \left( \frac{\partial A^* \partial^2 A}{\partial z \partial T^2} + \frac{\partial A \partial^2 A^*}{\partial z \partial T^2} \right) \partial T + \gamma |A|^2 \int_T \left( A^* \frac{\partial A}{\partial z} + A^* \frac{\partial A}{\partial z} \right) \partial T \]  
(A.5)

To go further, the two parts of this equation will be simplified separately. They will be noted as:

\[ a = \int_T \left( \frac{\partial A^* \partial^2 A}{\partial z \partial T^2} + \frac{\partial A \partial^2 A^*}{\partial z \partial T^2} \right) \partial T \]  
(A.6)

\[ b = \int_T \left( A^* \frac{\partial A}{\partial z} + A^* \frac{\partial A}{\partial z} \right) \partial T \]  
(A.7)

### A.1.1 Simplification of a

Let’s separate the members in the first integral:

\[ a = \int_T \frac{\partial A^* \partial^2 A}{\partial z \partial T^2} \partial T + \int_T \frac{\partial A \partial^2 A^*}{\partial z \partial T^2} \partial T \]  
(A.8)

by integrating by parts the first of those integrals:

\[ \int_T \frac{\partial A^* \partial^2 A}{\partial z \partial T^2} \partial T = \left[ \frac{\partial A^* \partial A}{\partial z \partial T} \right]_0^T - \int_T \frac{\partial^2 A^* \partial A}{\partial T \partial z \partial T} \partial T \]  
(A.9)

By taking a periodical limit condition, the primitive term of this equation is equal to 0. The same method is then applied to the second term of \( a \), and both expressions are injected back in Eq. (A.8), resulting in

\[ a = -\int_T \left( \frac{\partial^2 A^* \partial A}{\partial T \partial z \partial T} + \frac{\partial^2 A \partial A^*}{\partial T \partial z \partial T} \right) \partial T \]  
(A.10)

Then, by using the formula for the derivative of a product

\[ a = -\int_T \left( \frac{\partial^2 A^* \partial A}{\partial T \partial z \partial T} + \frac{\partial^2 A \partial A^*}{\partial T \partial z \partial T} \right) \partial T \]  
(A.11)

\[ a = -\frac{\partial}{\partial z} \left( \int_T \left| \frac{\partial A}{\partial T} \right|^2 \partial T \right) \]  
(A.12)

By then using the Plancherel theorem

\[ \int_{-\infty}^{+\infty} \left| f(x) \right|^2 dx = \int_{-\infty}^{+\infty} \left| \hat{f}(\xi) \right|^2 d\xi \]  
(A.13)
the following expression is obtained:

\[ a = -\frac{\partial}{\partial z} \left( \int_\omega |\hat{f} \left\{ \frac{\partial A}{\partial T} \right\}|^2 \, \partial \omega \right) \]  

(A.14)

from the properties of the derivative of the Fourier transform

\[ \hat{f} \left\{ \frac{\partial A}{\partial T} \right\} (\omega) = (2i\pi \omega) \hat{A}(\omega) \]  

(A.15)

so by replacing in the last expression of a, we get

\[ a = -\frac{\partial}{\partial z} \left( \int_\omega |(2\pi i \omega)^2 \hat{A}|^2 \, \partial \omega \right) \]  

(A.16)

ending in

\[ a = (2\pi \omega)^2 \frac{\partial}{\partial z} \left( \int_\omega |\hat{A}|^2 \, \partial \omega \right) \]  

(A.17)

A.1.2 Simplification of b

Let us remember the expression of b

\[ b = \int_T |A|^2 \left( A \frac{\partial A^*}{\partial z} + A^* \frac{\partial A}{\partial z} \right) \, \partial \omega + \gamma \int_T |A|^4 \, \partial \omega \]  

(A.18)

Using the properties of the product of the derivation:

\[ b = \int_T \frac{\partial |A|^2}{\partial \omega} |A|^2 \, \partial T \]  

(A.19)

Then using properties of the derivative of the square of a function:

\[ b = \partial_z \left( \frac{1}{2} \int_T |A|^4 \partial T \right) \]  

(A.20)

A.1.3 Final equation

By replacing a and b in A.8

\[ 0 = \frac{\partial}{\partial z} \left( \frac{\beta_2}{2} \int_\omega (2\pi \omega)^2 |\hat{A}|^2 \, \partial \omega + \frac{\gamma}{2} \int_T |A|^4 \, \partial T \right) \]  

(A.21)

By then writing the Hamiltonian as:

\[ H = E_A + H_A \]  

(A.22)
with
\[ E_A = \frac{\beta_2}{2} \int_\omega (2\pi \omega)^2 |\tilde{A}|^2 \, d\omega \] (A.23)
\[ H_A = \frac{\gamma}{2} \int_T |A|^4 \, dT \] (A.24)

we obtain that the Hamiltonian of the signal must stay constant during propagation through the fiber. As a side effect, the expressions of \( E_A \) and \( H_A \) are now very easy to numerically compute.

**A.1.4 Extension to the vectorial case**

By now using the coupled NLSE equations Eq. (1.19), a new term will be added to the equation similar to A.8 for each of the nls equation. After adding up everything, and simplifying, using the previous notations

\[ 0 = \frac{\partial}{\partial z} \left( H_{A_+} + H_{A_-} + E_{A_+} + E_{A_-} + H_x \right) + \frac{\partial}{\partial z} \left( \gamma C_{XPM} \int_T |A_+|^2 \frac{\partial}{\partial z} |A_+|^2 + |A_-|^2 \frac{\partial}{\partial z} |A_-|^2 \right) \partial T \] (A.25)

Using again the properties of the derivative of a product

\[ 0 = \frac{\partial}{\partial z} \left( H_{A_+} + H_{A_-} + E_{A_+} + E_{A_-} + \left( \gamma C_{XPM} \int_T |A_+|^2 |A_-|^2 \right) \partial T \right) \] (A.26)

then, by introducing the notation

\[ H_x = \gamma C_{XPM} \int_T |A_+|^2 |A_-|^2 \partial T \] (A.27)

And reinjecting in Eq. (A.25):

\[ 0 = \frac{\partial H}{\partial z} = \frac{\partial}{\partial z} \left( H_{A_+} + H_{A_-} + E_{A_+} + E_{A_-} + H_x \right) \] (A.28)

thus giving

\[ H = H_{A_+} + H_{A_-} + E_{A_+} + E_{A_-} + H_x \] (A.29)

Having this result proves that the total Hamiltonian is indeed also constant during propagation in the vectorial case. Similarly, the equations show that the calculation of those terms numerically is quite easy.
A.2 Hamiltonian expression summary

When using the following propagation equations

\[
\frac{\partial A_+}{\partial z} + \frac{i \beta_2}{2} \frac{\partial^2 A_+}{\partial T^2} = \frac{2i\gamma}{3} \left( c_{SPM} |A_+|^2 + c_{XPM} |A_-|^2 \right) A_+ \tag{A.30}
\]

\[
\frac{\partial A_-}{\partial z} + \frac{i \beta_2}{2} \frac{\partial^2 A_-}{\partial T^2} = \frac{2i\gamma}{3} \left( c_{SPM} |A_-|^2 + c_{XPM} |A_+|^2 \right) A_- \tag{A.31}
\]

The Hamiltonian and its different components can be calculated using

\[
h = h_u + h_v + h_x + e_u + e_v H = H_{A_+} + H_{A_-} + H_x + E_{A_+} + E_{A_-} \tag{A.32}
\]

\[
H_{A_+} = \frac{\gamma}{2} \int_T |A_+|^4 \partial T \tag{A.33}
\]

\[
H_{A_-} = \frac{\gamma}{2} \int_T |A_-|^4 \partial T \tag{A.34}
\]

\[
H_x = \frac{\gamma}{2} C_{XPM} \int_T |A_+|^2 |A_-|^2 \partial T \tag{A.35}
\]

\[
E_{A_+} = \frac{\beta_2}{2} \int_\omega (2\pi \omega)^2 |\tilde{A}_+|^2 \partial \omega \tag{A.36}
\]

\[
E_{A_-} = \frac{\beta_2}{2} \int_\omega (2\pi \omega)^2 |\tilde{A}_-|^2 \partial \omega \tag{A.37}
\]

With the terms corresponding to:

- $H$ Total Hamiltonian
- $H_{A_+}$ Hamiltonian of $A_+$
- $H_{A_-}$ Hamiltonian of $A_-$
- $H_x$ Interaction Hamiltonian
- $E_{A_+}$ Kinetic energy of $A_+$
- $E_{A_-}$ Kinetic energy of $A_-$
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Title: Cross-phase modulation effects in normal dispersive fibers and their applications

Keywords: Domain walls, Nonlinear effects, Polarization

In this Ph.D., physical effects arising from cross-phase modulation between two orthogonally polarized signals propagating in normal dispersion fibers are studied and some of their applications investigated. First, a 40-GHz pulse generator is designed by sending two orthogonally polarized out-of-phase sinusoidal waves in a normally dispersive optical fiber. A large power imbalance between the two waves induces a periodic phase potential for the weak replica which turns the normal dispersive defocusing regime into a focusing dynamics, thus compressing the sinusoidal wave into short and well-separated pulses. A signal sampler and magnifier was then designed using the same principle, sending a high power high frequency sinusoidal pump on one axis of polarization, orthogonally to a long arbitrary shaped pulse with low power. We then report a 40-GHz sampling as well as a magnification factor up to 4. We then report the first observation of polarization domain walls in normal dispersion fibers by first transmitting anticorrelated orthogonally polarized periodic signals in a 10-km long fiber, and then encoding the word 'PETAL' as ASCII on the light waves and transmitting the signal in 2x25km fibers. The information encoded was properly decoded after propagation. Spontaneous apparition of such polarization domain walls was then studied by observing a polarization segregation process of two incoherent and uncorrelated signal. A thermodynamic approach was then used to explain the observed behaviour. The origin of those domain walls, which was theoretically related to isotropic polarization modulation instability, was then investigated. Injecting high power pulses in short segments of very low birefringence fibers, we were able to observe the growth of the theoretical bands in a up to 200m-long fibers, and highlight their extinction for longer strands, while new and unexplained side-bands appeared. Finally, an extension to the Manakov model is explicited taking into account the manufacturing process for the fibers used in the previous experiments.

Titre: Effets de modulation de phase croisée et leurs applications dans les fibres à dispersion normale

Mots Clés: Parois de domaine, Effets non-linéaires, Polarisation

Dans ce manuscrit, les effets émergeant de la modulation de phase croisée entre deux signaux polarisés orthogonalement dans des fibres optiques à dispersion normale sont étudiés et leurs applications approfondies. En premier lieu, un générateur d’impulsions cadencées à 40-GHz a été développé en injectant deux ondes sinusoïdales en opposition de phase polarisées orthogonalement au sein d’une fibre optique à dispersion normale. Une grande différence de puissance entre les deux ondes induit un potentiel de phase périodique pour la réplique de plus faible énergie, induisant ainsi dans régime de dispersion normale une dynamique de compression, comprimant ainsi l’onde sinusoïdale en impulsions courtes et correctement séparées. Un échantillonneur et amplificateur est ensuite démontré en utilisant le même Principe. Une pompe sinusoïdale de forte puissance et à haute fréquence est injectée dans une fibre optique sur un axe de polarisation, orthogonalement à un long pulse de forme arbitraire et de faible énergie. Nous avons alors démontré un échantillonnage à 40-GHz ainsi qu’une amplification jusqu’à un facteur 4. Nous rapportons ensuite la première observation de solitons en parois de domaine de polarisation dans des fibres à dispersion normale en transmettant tout d’abord des trains d’impulsions périodiques anticorrélés et polarisés orthogonalement dans une fibre de 10 km, puis en en codant le mot ‘PETAL’ en ASCII sur les ondes lumineuses et le transmettant dans une fibre de 2x25km. L’information encodée est correctement décodée après propagation. L’apparition spontanée de ces parois de domaine en polarisation est ensuite étudiée en observant le processus de ségrégation de polarisation entre deux ondes incohérentes et décorrélées. Une approche thermodynamique est ensuite utilisée afin d’expliquer le comportement observé. L’origine de ces parois de domaine, liée théoriquement à l’instabilité de modulation de polarisation isotrope est ensuite étudiée. En injectant des impulsions de fortes puissances dans de courts segments de fibre de très faible biréfringence, nous avons observé l’apparition des bandes théoriques d’instabilité modulationnelle jusqu’à des longueurs de 200m, et mettons en avant leur extinction dans de plus longues fibres. Enfin, une extension au modèle de Manakov est apportée en prenant en compte le processus de fabrication (spun) pour les fibres utilisées pour les expériences précédentes.